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Abstract 

The quality of the software requirements is vital to a project’s success, and the means of 
assessing the software requirements specifications quality are of high importance. This thesis 
presents a novel method of validation large requirements specifications using surveys. We 
developed a detailed method description, sketching a draft at the beginning of the research 
and constantly improving it after each method application on different industrial projects at 
Siemens AG. Moreover, the results were compared with the linguistic analysis of ambiguity 
indicators that present in the requirements and with the expert assessment on the requirements 
clearness. The result of method application is the metric, which shows the portion of non 
ambiguous requirements in the software requirements specification under study.  
 
Keywords: Software Requirement Specification, Requirements Engineering, Requirements 
Validation 
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1. Introduction 

1.1 Original Thesis Goals 

One of the original thesis goals was to document the method of validation large requirements 
specifications using surveys and develop the metric in order that the method could be 
correctly applied by everyone interested to determine the quality of the SRS. Besides, we 
aimed at finding out how efficient is the method in revealing ambiguities comparing with 
already known methods. 

1.2 Changes to Thesis Goals  

The thesis goals remained unchanged. 

  



10 
 

 
 
 
 
 
 
 
 
 
 
 
 

2. Research Chapter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



11 
 

2.1 Introduction  
This thesis presents a novel metric for evaluating the quality of the software requirements 
specifications written in Natural Languages (NL). The method represents a high interest, due 
to the fact that currently around 71 per cent of the requirement specifications are written in 
natural languages (Umber, Ashfa, & Bajwa, 2011). However, the NL are inherently 
ambiguous and may lead to different interpretations of the same requirement (Berry & Erik, 
2004). The attempts to use semi-formal and formal languages while documenting the 
requirements has unclear effect on the software requirement specifications (SRS) quality, 
because ambiguities arise during transformation of SRs from NL to structured or semi-
structured languages (Kamsties, Berry, & Paech, 2001). Therefore, the majority of companies 
continue writing SRS in NL and a good practice in the requirements engineering remains to 
be performing the validation of the SRS after the requirements are elicited, analysed and 
documented (Wiegers & Beatty, 2013a). The validation of the SRS is often done by 
performing reviews and inspections. However, reviewing large specifications is a challenging 
tasks, which neither gives the answer on the quality of SRS nor guarantees that all flaws of 
the SRS are revealed (Popescu, Daniel, Spencer, Nenad, & Berry, n.d.); (Saito et al., 2013). 
As a consequence, there is a need for more reliable techniques allowing to validate SRS.  

In accordance with the IEEE Standard 1028, the a high quality SRS does not contain any of 
the following anomalies: missing, superfluous, ambiguous, inconsistent, not conforming to 
standards, risk-prone (unstable or requirements with high interdependence), incorrect, not-
implementable, editorial. The current research is focused primarily on the identification of 
ambiguities, because they represent the most undesirable consequences for the project, 
namely wrongly implemented functionalities, which result in the costs overrun and delay of 
the product release (Denger, Berry, & Kamsties, n.d.). 

We defined a novel method of validation large requirements specification written in NL by 
the means of surveying the stakeholders and a subsequent calculation of the requirements 
ambiguity metric.  Considering the best practices on metric design by Mund (2013), we 
proposed the metric, which is easy to understand and apply, and is accompanied with the 
precise instructions how to apply in practice the method of revealing ambiguities before 
calculating the metric.   

To assess the accuracy of the method description and the efficiency of the proposed method, 
we conducted 3 experiments on real industrial SRS involving the employees of the company 
where the experiments were conducted. The results of the experiment showed, that the 
method is more efficient in revealing ambiguities than the experts assessment and especially 
efficient in disclosing ambiguities in short and laconic requirements. 

2.2 Related work 
The requirements validation is an inalienable part of the requirements engineering process 
(Sharma, Richa, & Biswas, 2012), thus, much research is dedicated to the requirements 
specifications quality. The majority of the scholars focused on identification of several 
quality criteria, while the current research concentrated on detecting ambiguities and 
quantitatively assessing the quality of the SRS. The following researchers are considered as 
the basis for our work. 

Fabbrini et al. (2014) proposed NL SRS quality model, which allows to quantitatively 
measure the quality of SRS sentences. A prototype of an automated tool that parses NL 
requirements specifications and applies the quality model was developed. The model 
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represents the analysis of the document to ascertain whether it contains any defects of 
ambiguity, completeness or understandability. The following   ambiguity indicators were 
considered: implicit subjects sentences, optional phrases, subjective sentences, vague 
sentences, weak sentences. The rules that allow to recognize the above mentioned indicators 
are predefined in the lexical analyser component of the tool. The prototype was tested on 
more than 800 real industrial SRS and disclosed between 49 and 73 per cent of faults.  

Although our research also concentrates on revealing ambiguities, we propose to identify 
defects surveying the potential stakeholders. It gives the following advantages over 
application of automated tools: our method might be applied to evaluate SRS written in any 
NL, not only in the language(s), for which the tool have a lexical analyser;  all ambiguities 
revealed by our method are actual ambiguities, while ambiguities identified by automated 
tool still require reviewing.  

Ron S. Kenett et al.(n.d.) suggested several formulas to calculate SRS metrics to measure the 
document quality quantitatively. The goal of both our research and the research of Ron S. 
Kenett is to assess the quality of the SRS and identify the parts of the specification that don't 
meet the quality standards and require reworking. The quality criteria defined in IEEE 
standards were taken by the authors as the bases for definition what is a good requirement. 
Kenett et al. identify whether the requirement is ambiguous based on the presence of sentence 
attributes that define a syntactically correct sentence written in English. Among other metrics, 
the authors propose the Accuracy metric, which is based on the fact how frequent the 
ambiguous information and “to be determined” (TBD) notes are disclosed in the document. 
To asses the overall quality of the document, the calculated metrics can be compared against 
the historical data (Kenett, n.d.) 

A quality assessment method based on  the document characteristics, namely document 
content and structure, was proposed by Thitisathienkul et al.(2014). The method is applicable 
for SRS written in NL. The authors introduced the measurement process model, which aims 
at guiding users in applying the method in practice. The measurement process model is a 
simple and powerful means of evaluating the quality of SRS. In the first step, the users should 
identify the scope of requirements for measurement and assign responsibilities. Secondly, 
they should decide what characteristics of SRS should be considered as good or bad 
characteristics of SRS and assess whether they can be measured. Further, the metrics for 
quality measurement should be defined and applied. After that the results of metrics 
application should be interpreted, the possible improvements of the reviewed SRS should be 
proposed.  

In our research, we followed the fundamental principles of metric definition, proposed by 
Thitisathienkul et al. In particular, we established the rules of choosing the scope of 
requirements for the metric creation (in our case - requirements sampling strategy). Than, we 
identified the way of data collection (by surveying the stakeholders) and people responsible 
(in our method the survey design is performed by the experts). Thereafter, we described the 
measurement process and evaluation (the unambiguity metric). Consequently, the results of 
an independent employment of our method on various SRS can be compared 
(Thitisathienkul, Patra, & Nakornthip, 2014).  

2.3 Research Question 
The following non-trivial aspect of the method definition were in focus: 
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- What rules and principles of creating alternative interpretations of requirements are 
the most beneficial for revealing ambiguities? 

- Who must be included into the group of stakeholders, whose task is to answer 
surveys? 

- What participants must be included into the group of experts, whose task is to design 
survey questions? 

Additionally, we investigated how efficient is the method of validating large requirements 
using surveys in comparison with other methods. 

2.4 Research Approach  

2.4.1 Method description 

The development of the method description was the first stage of our research. A draft was 
made based on the the artifacts of the pilot method application, which took place at Siemens 
AG in 2013. The description consisted of three focus areas: how to sample requirements from 
the requirement specification, how to create a survey based on the sampled requirements and 
how to choose the stakeholders who will answer the survey.   To clarify the details about how 
the pilot survey was organized, we arranged a workshop at Siemens AG. Among the 
workshop participants were a Project Manager who was the method inventor and a 
Requirements Engineer who participated in the initial method application. Further 
development of the method description was done iteratively based on the analysis of the tree 
runs of method application and on the observations of the participants. Refer to Appendix A 
to see our research timeline. 

2.4.1.1. Requirements sampling 
During the research, the question about a right sampling strategy was raised several times. 
The initial sampling strategy was based on the statistic approaches to population sampling, 
namely on the random sampling. During the workshop, it was decided that if a SRS has both 
functional and nonfunctional requirements, both types must be sampled for the survey. 
Additionally, from the experience of the industry partner, different chapters of the SRS could 
be written by different requirements engineers under different working conditions (e.g. close 
to the development phase under the time pressure or during the normal workflow) and be of a 
different quality. Thus, to validate quality of the SRS, the requirements from different parts 
of the SRS must be included into the survey. The initial sampling strategy transferred to the 
one comparable to the stratified random sampling strategy, where the stratas are SRS 
chapters, functional and nonfunctional requirements. 

Besides, the decision of how many questions should be included into the questionnaire was 
changed. An initial strategy to use the Acceptable Quality Limit or AQL-Method that is 
suppose to minimize the survey measurement error (Charles, 1977) proved to be inefficient to 
apply in practice for sampling requirements. If the SRS consisted of e.g. 20 or 30 
requirements, the questionnaire should have been consisted of 3 to 5 questions, what could be 
not enough even for sampling requirements from all parts of SRS. On the other hand, to 
validate SRS consisting of around a hundred requirements approx 20-30 requirements must 
be sampled. Due to the fact that the sample size has direct effect on the cost of a survey. 
(Arnab, Raghunath, Zewotir, & North, 2014), including such number of requirements was 
undesirable. Additionally, a long questionnaire represents a core concern because the studies 
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revealed its negative effect on the collected data quality (Adigüzel, Feray, & Michel, 2008). 
Therefore, the number of the requirements on the questionnaire was fixed based on the 
practical experience of the industry partner. 

2.4.1.2. Stakeholders sampling 

The principles of stakeholders selection were embraced from the pilot method application. 
Sampling survey respondents, we primarily focused on including the stakeholders with 
various positions, namely software engineer, software architect, usability designer, quality 
assurance engineer, tester. project manager, technical writer, product manager. The various 
stakeholders have different tasks and responsibilities, thus, examine the requirements from 
different angles.  Several positions were decided to be optional, because not every project has 
a representative of such position. Due to a relatively small number of participants, every 
stakeholder role was included only once or twice. The stakeholders’ experience was not taken 
into consideration because previous studies showed a low interdependence between the 
employee qualification level and their ability of interpreting requirements (Saito et al., 2013). 
Nevertheless, such criteria as relation to the project was introduced while sampling the 
stakeholders. We included both, stakeholders of the native project, for which the SRS was 
studied, and the stakeholders of external projects to observe how this criteria influence the 
correct requirements interpretation.   

2.4.1.3. Questionnaire design 
The questionnaire creation strategy was adopted from the pilot method application. 
According to it, the experts should brainstorm all possible interpretations of the requirement, 
the correct interpretation is provided by the author of requirements. However, to guide the 
experts during the questionnaire design and to impart the structure to the process, we 
additionally specified five types of interpretations that can be generated around a 
requirement.  

Although we used close-end questions, which are considered more advantageous over open-
end questions, because they provide more uniform responses that are easy to process (Banda, 
2008), we additionally introduced a “None of the above answers” option. The answer aimed 
at avoiding a non-response error that could arise when a stakeholder has his/her own 
interpretation that is not expressed by the experts, which created the questionnaire, and 
avoids choosing any answer from the proposed list (Phung et al., 2015). From the practical 
experience of the industry partner, it was decided that every requirement should have three to 
five interpretations (including “None of the above answers”).  

2.4.1.4. Metric calculation 
 
Developing the metric, we relied on the fact that a requirement can be considered as 
unambiguous only if all stakeholders share the same understanding of its meaning (Berry, 
n.d.). However, we concede that even a high quality requirement can be misinterpreted by 
some stakeholder(s) because of objective reasons (e.g. external stakeholder might not have 
some key for the understanding knowledge). Thus, we regard that 90 to 100 per cent of 
common interpretations is acceptable and indicates an excellent quality requirement. The 
coefficient 1,0 was assigned to such requirements. 

Other coefficients were assigned based on the requirements classification taken from the pilot 
project and the idea that the value of a requirement drops exponentially with the reduction of 
the number of common interpretations. Requirements which have from 80 to 89,9 per cent of 
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common interpretations are considered as relatively good quality requirements, to which the 
coefficient 0,8 was assigned. If 60 to 79,9 per cent of stakeholders interpreted a requirement 
in the same way, such requirement has only partially common interpretation, coefficient 0,6 
is assigned to the requirement. Less than 60 per cent of identical interpretations indicate a 
requirement with various interpretations, to which a coefficient 0,3 is assigned 

As a SRS is a collection of the requirements, in order to calculate the metric, we sum the 
number of requirements with the adjustment on the above mentioned coefficients. Metric 
formula looks as following: 

ܿ݅ݎݐ݁ܯ	ݕݐ݅ݑܾܷ݃݅݉ܽ݊		 = 		
1ܭ	 ∗ ܰ1 + 2ܭ ∗ ܰ2 + 3ܭ ∗ ܰ3 + 4ܭ ∗ ܰ4

ܰ1 +ܰ2 + ܰ3 +ܰ4
∗ 100% 

where coefficients K1..K4 are equal to 1, 0.8, 0.6 and 0.3, variables N1..N4 indicate the 
number of requirements, assigned to the coefficients K1..K4 respectively. 

2.4.2 First survey 

Having an initial draft of the method, the first run of the method application was conducted at 
one of the projects by Siemens AG. A requirement specification and a feature specification 
served as the basis for the survey questions, which were created during the workshop. The 
experts who participated in the workshop and whose task was to devise the alternative 
interpretations for the selected requirements were a project Software Architect and a 
Requirements Engineer. At the beginning of the workshop, the goal and all main principles of 
the method were recapped for the participants. Thereafter, during a brainstorming session, 
three to four alternative interpretations for each of the sampled requirements were conceived. 
After the workshop, the  questionnaires were composed and sent out to ten survey 
participants, namely to two external and eight internal ones.    

When the survey results were obtained, we analysed the percentage of correct answers and 
wrong answers separately among internal and external stakeholders, as well as the percentage 
of correctly interpreted requirements for every participant. Additionally, we calculated a 
standard deviation and a standard variation to determine whether the number of correct 
interpretations provided by a stakeholder standed out against other ones.  

To evaluate the outcome of method application, the first and subsequent survey findings were 
compared with the quantitative linguistic analysis of the requirements. We quantitatively 
estimated the ratio of ambiguity indicators in the requirements and analysed how the survey 
findings correlate with the data. To this effect, we developed a Java console application to 
parse and perform a lexical analysis of the sampled requirements. The methodological base of 
the quantitative linguistic analysis was the literature on the assessment of the requirements 
specifications, written in natural languages (Fabbrini, Fusani, Gnesi, & Lami, n.d.). See 
figure 1 with the list of lexical ambiguity indicators, provided by (Fabbrini et al., n.d.) et al. 
(n.d.). In addition to the linguistic analysis of the requirements sampled for the first 
questionnaire, we analysed the detailed feature specifications written based on the 
requirements.   
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Ambiguous sentence 
type 

Ambiguity indicators 

Implicit subject 
sentences 

this, these, that, those, it, they, above, below, previous, next, 
following, last, first 

Optional sentence possibly, eventually, if appropriate, if needed 

Subjective sentences having in mind, taking into account, taking into consideration, 
similar, better, similarly, worse, as much as possible, as good as 
possible , as quick as possible 

Vague sentences clear, well, easy, strong, weak, good, bad, efficient, efficiently, low, 
useful, significant, adequate, fast, slow, old, new, future, recent, 
past, today’s, near, far, close, back, in front 

Weak sentence can, could, may, might 
 

Table 1. Ambiguity indicators of (Fabbrini et al., n.d.) et al. (n.d.). 

Along with the answers to the questionnaire, we received the feedback regarding the 
comprehensibility of the requirement interpretations from several stakeholders. The 
observation of the workshop along with the analysis of the first survey results and the 
participants’ feedback allowed us to improve the way of designing the alternative 
interpretations and apply it during the second and the third runs more efficiently as well as to 
amplify the method description.  

In particular, it was anew realised that the alternative interpretations must be formulated clear 
and understandable, should not mislead the stakeholders. Additionally, we noticed that the 
experts experience difficulties while creating the alternative interpretations of the 
requirements first time. Thus, it was proposed to find a weak point of the requirement, 
namely an equivocal collocation or sentence, which become be a source of several 
interpretations.   

2.4.3 Second survey 

Initially, we had planned that the second and the third runs of the surveys would be 
conducted sequentially. However, due to the time restrictions the second and third survey 
were conducted simultaneously. For the second survey, we used the epics of user stories of a 
currently  running project. The experts group embraced a Project Lead and a Requirements 
Engineer. Within the scope of the workshop, the alternative interpretations for the 
requirements were created following the method guidance.  

Additionally, it was decided to ask the experts their opinion on how unambiguous was every 
requirement on the scale of 5 points, where 1 meant “not clear at all, ambiguous”, and 5 
meant “completely clear”. The purpose of the collection of opinions was to use  this 
information during the analysis of the survey results, in order to comprehend whether the 
expert assessment on the requirement unambiguity correlates with the actual ambiguity 
revealed by the method. 
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2.4.4 Third survey 

The third project was based on the obsolete or pending requirements for a currently running 
project, the participants included a Requirements Engineer and a Principal Key Expert. 
During the workshop, there was a misunderstanding of the goals and approach of the survey 
creation among the participants, since one of the experts misinterpreted the goal of the 
method. As a result, the workshop was interrupted several times to clarify the objectives and 
rules of how to create the alternative interpretations. 

The novelty of the third survey was not to use the “None of the above answers” as a correct 
answer to analyse whether it has any effect on how many participants will chose this answer.  

 

2.5 Used Data Sources 

For creating the method description, both primary and secondary empirical data sources were 
used (Hox & Boeije, 2005), which represent mostly the qualitative data sources consisting of 
our observations during three runs of surveys and artifacts of the pilot project (Taylor-Powell; 
(Hox & Boeije, 2005); Renner, 2003). A literature review was done to adopt the established 
best practices practices of designing surveys and sampling the stakeholders. Additionally, we 
used the feedback of the stakeholders, who responded to the survey questions, to improve the 
survey designing strategy.  

To design the surveys, requirement specifications of various types were used. The first 
project was based on the excerpt of the software requirements specification, composed of 
twenty requirements,  and a corresponding user story specification. Ten requirements were 
sampled out to create the questionnaire. For the second survey, user stories specification of 
sixteen user stories was used, ten of them became a basis for the questionnaire. To create the 
third questionnaire, we employed the excerpt of the software requirements specification that 
was formed of twenty three requirements, among which the selection of ten was chosen.  

2.6 Research Results  

The outcome of this research consists of two parts. The first one is the final description of the 
method. The second is the method validation through the analysis of the data gathered in the 
applications of the method in three different projects. 

2.6.1. Method description 

2.6.1.1. Requirements sampling 
After trying to apply various sophisticated methods of deciding the sample size during the 
first survey run, the questionnaire length was fixed to ten questions following the Siemens 
AG experience. The arrangement has both practical relevance and the scientific background. 
According to the industry partner experience, the employees are unwillingly engaged in any 
studies or activities, that require more than 30-40 min of participation. Thus, the decision was 
made to reduce the probability of the non-response errors as well as to ensure the high-quality 
of collected data (Adigüzel et al., 2008). 
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For the requirements sampling, the application of a simple random sampling after dividing 
requirements on subgroups was considered to be the best option. The criteria for the division 
are functional and nonfunctional requirements, SRS chapters, authors of the requirements. 

2.6.1.2. Stakeholders sampling 
 
The stakeholders of four mandatory occupations (software engineer, architect, usability 
designer, product manager) and four optional occupations (project manager, quality assurance 
engineer, technical writer, tester) were selected as respondents.  

No dependency was spotted between the stakeholders with the number of correct replies and 
their occupations.  In the first survey, the integration tester achieved the highest number of 
correctly interpreted requirements, whereas the lowest number was also gained by the testers. 
(see Table 2).  In the second survey, the highest ratio of the correctly interpreted requirements 
belongs to the project manager (see Table 3),  at the same time, technical write and quality 
assurance engineer have interpreted the requirements in the most correct way in the third 
survey (see Table 4).  Furthermore, the standard deviation on the average number of the 
correctly interpreted requirements was small in the first and third surveys and quite small in 
the second survey, which indicated low difference between the representatives of different 
occupations 

 

Table 2. Stakeholders of the first survey. 

 

The fact that no correlation was revealed between the stakeholders occupation and the 
number of  correctly interpreted requirements yet again confirms the necessity to engage  the 
representatives of as many occupations as possible for obtaining the most objective analysis 
of ambiguities, hidden in the SRS.  

. 
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Table 3. Stakeholders of the second survey. 

 

According to our research, in two of three surveys, there was almost no difference in the rates 
of how internal and external stakeholders recognize the correct requirements. However, the 
second survey resulted in a significantly lower ability of correctly interpreted requirements by 
the external stakeholders (see Table 3). Therefore, we would recommend further 
investigation on the objective ability of internal and external stakeholders to reveal 
ambiguous in requirements. 

 

Table 4. Stakeholders of the third survey. 

 

2.6.1.3. Survey design 
Our research showed that the design of the survey is the most complicated part of the method 
application and the success of the requirements validation strongly depends on the quality of 
the questionnaire, namely of the created alternative requirement interpretations. 



20 
 

During the workshops on questionnaire creation, we observed experts having difficulties in 
sharing common understanding on how the interpretations should look. Although the strategy 
of finding equivocal collocations proved its strength and the proposed types of created 
interpretations eased the questionnaire design to some extent, further research on 
systematisation of alternative requirements interpretations is needed.  

Moreover, after the first survey, we received the feedback from two stakeholders, who stated 
that they revealed ambiguities and deceptions in the proposed alternative interpretations, 
which hampered answering the survey. After the second and the third surveys, we did not 
receive any unfavorable feedback, which can be viewed as a positive sign in increasing the 
questionnaire quality.  However, further research on facilitating the design of alternative 
requirement interpretations and improving characteristics of the questionnaire is 
recommended. 

2.6.1.4. Experts for the questionnaire design 
Although the choice of the experts who design the questionnaire was never the main focus of 
our research, observing three runs of the method application we could conclude, that the 
experts play a key role in the survey success or failure, because their main responsibility is to 
create the questionnaire for the survey. Therefore, the experts should have not only proven 
qualification and experience in the software engineering,  but also be acknowledged of the 
method objectives, rules of the design of alternative requirement interpretations.  

2.6.2. Method efficiency  

2.6.2.1. First survey 
 
According to the first survey results, two of ten requirements were interpreted by 80 per cent 
of stakeholders commonly (requirements #2 and #8). For the requirement #2, around 2,5 per 
cent of lexical ambiguity indicators were revealed, which is lower than the average rate, the 
requirement #8 did not contain any lexical ambiguity indicators. Seven of ten requirements 
had less than 60 per cent of common interpretations. For most of them, the number of lexical 
ambiguity indicators was around an average value or greater than average (see Table 5). In 
some cases, when no lexical ambiguity indicators were spotted but the percent of correct 
interpretations was low (e.g. requirement #9), the requirement consisted only of one short 
sentence, which explained both the absence of ambiguity indicators in the requirement and its 
high ambiguity. 

Thus, we can assume that the method of validation of the large requirements specifications is 
more efficient in revealing ambiguities in short and laconic requirements than the lexical 
analysis of the ambiguity indicators. 
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Table 5. First survey results 
 
The correlation coefficient between the percentage of correctly interpreted requirements and 
detected lexical ambiguity indicators is equal to -0,3, which indicates a weak negative 
relationship between two variables (see Figure 1).  

 

 
 
Figure 1. First survey: correlation between correct interpretations and lexical ambiguity 
indicators, 
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The ambiguity metric for the first SRS is equal to 43 per cent and calculated as for the first 
and subsequent SRSs as follows:  
 

ܿ݅ݎݐ݁ܯ	ݕݐ݅ݑܾܷ݃݅݉ܽ݊		 = 		
1ܭ	 ∗ ܰ1 + 2ܭ ∗ ܰ2 + 3ܭ ∗ ܰ3 + 4ܭ ∗ ܰ4

ܰ1 +ܰ2 + ܰ3 +ܰ4
∗ 100% 

=	
1 ∗ 0 + 	0,8 ∗ 2 + 0,6 ∗ 1 + 0,3 ∗ 7

2 + 1 + 7
= 43	% 

2.6.2.2. Second survey 
 
The second survey is characterized by a high non-response rate, namely 45 per cent of 
respondents did not submit their responses (see Table 3), One of possible explanations of a 
low response rate could be that the survey was conducted under the time pressure during the 
holiday season. 
 

 
 

Table 6. Second survey results 
 
The number of correctly interpreted requirements by external stakeholders was quite low, 
namely 1,5 answers on average. Furthermore, “None of the above answers” was chosen nine 
of ten times by an external stakeholder (see Table 6). The answers to the requirements .#3, 
#6, #7 and #9 have also contained an above average number of “None of the above answers”, 
which may signify either low quality response data or misleading questionnaire.  
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Figure 2. Second survey: correlation between correct interpretations and experts’ assessment 
of requirements ambiguity  
 
The correlation coefficients between the number of correct interpretations and the expert 
assessment of requirements’ unambiguity is equal to 0,08 and between the number of correct 
interpretations and the number of detected lexical ambiguity indicators is 0,03, which 
basically indicate no relationship between all values (see Figure 2, Figure 3).   

Overall, six of ten requirements achieved 50 per cent of common interpretations, the result of 
the rest four requirements is lower. The ambiguity metric for the second SRS is equal to 30 
per cent.  

 

 
 
Figure 3. Second survey: correlation between correct interpretations and lexical ambiguity 
indicators  
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2.6.2.3. Third survey 
 
The results of the third survey showed that one of ten requirements were identically 
interpreted by all stakeholders (requirement #8), four requirements were commonly 
interpreted by 60 to 80 per cent of respondents (requirements #2, #4, #6 and #10), five 
requirements collected less that 60 per cent of correct answers.  On average, the requirements 
were correctly interpreted by a comparable number of internal and external stakeholders (see 
Table 7).  

 

 
 
Table 7. Third survey results 
 
The correlation coefficient between the percentage of correct interpretations and experts 
assessment on unambiguity is equal to 0.51, which indicates a moderate positive relationship 
between two evaluations. One requirement that stands out of the correlation is requirement 
#7, which was correctly interpreted only by two stakeholders, and which though was assessed 
by the experts with 5 points as a clear requirement (see Figure 4). The ambiguity metric for 
the third SRS amounted to 49 per cent.  
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Figure 4. Third survey: correlation between correct interpretations and experts’ assessment of 
requirements ambiguity  
 
The correlation coefficient between the number of correct interpretations and the number of 
detected lexical ambiguity indicators is equal to -0.11, which indicates a very weak negative 
relationship (see Figure 5). There were less than average or zero lexical ambiguity indicators 
detected in the most of the requirements, which were commonly interpreted by the 
stakeholders; in contrast, more than average lexical ambiguity indicators were found in the 
requirements, which the stakeholders interpreted differently. However, several exceptions 
occurred, for example requirements #5 and #7, where the ambiguity was only disclosed by 
the method of validating large requirements specifications.  
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Figure 5. Third survey: correlation between correct interpretations and lexical ambiguity 
indicators  
 
In accordance with the questionnaire design, the “None of the above answers” option was 
never a correct answer in the third survey. Confirming to the survey results, the answer was 
chosen 22 per cent of times on average, which is though slightly lower than the average 
probability of choosing any answer in the survey, but still comparable.  

 

2.7 Results Discussion 

2.7.1. Limitations 
In our three examples, the requirements specifications under study were medium to small in 
size, consisting only of functional requirements. Thus, there was no possibility to fully apply 
the sampling strategy prescribed by the method, and sampling strategy was close to the 
simple random sampling.  

Additionally, due to the limited accessibility of the experts, the expert groups of the second 
and the third runs of the surveys included only two persons, one of them was the authors of 
the requirement specifications. For this reason, the expert assessment on the quality of the 
requirements might have a portion of subjectivity, the created alternative interpretations 
might be not as divers as if  

For evaluation of the results, we used a simple Java parser, which was developed based on 
revealed information about the quality model of F. Fabbrini et al (n.d.). Since all quality 
indicators could be not uncovered by the authors in the article, the linguistic analysis 
performed by the prototype of software tool developed by F. Fabbrini et al. could vary from 
our analysis.  

The design of the survey is one of the most difficult and important parts of the method. 
Although we initially aimed at describing the method in a way allowing to exclude “human 
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factor” so that it can be applied in any organisation, the three runs of the survey revealed that  
the outcome of the method application depends heavily on the quality of the questionnaire.  
Consequently, the expertise, preparation to the workshop and qualification of experts, who 
create the survey play crucial role. Thus, further research on the designing survey questions is 
recommended.  

2.7.2. Results validation 
The validation of the method description was through the three runs of the surveys. We 
observed how clear for the participants were the objectives of the method, the rules of its 
application and the results received. If the experts, who were responsible for the surveys 
creation, or the stakeholders, who answered the surveys questions, were confused during the 
method application, the description of the method was enhanced and a special attention was 
paid to this aspect during the next run.  

The validation of the method results was by the means of two techniques: linguistic analysis 
and the experts’ assessment. During the linguistic analysis, we compared the percentage of 
the ambiguity indicators found by a Java application developed based on the NL SRS Quality 
Model proposed by F. Fabbrini et al (2014) with the percentage of the correctly interpreted by 
the stakeholders requirements. Additionally, we asked the experts to assess how clear from 
their point of view each requirement was. The experts’ opinion was also compared with the 
surveys results and analysed. 

2.8 Conclusion 

In the current thesis we developed the description of a novel method of validating large 
requirements specifications using surveys. The method was initially described based on the 
pilot application of the method and the best practices derived from the literature. Further, we 
applied the method on the running projects by Siemens AG three times, improving the 
method description after each iteration based on our observations of the participants and on 
the feedback of the stakeholders. We showed that the stakeholders of different occupations 
are equally good in revealing ambiguities in the SRS, thus, the representatives as many 
positions as possible respond the survey questions. We also ascertained that the quality of the 
questionnaire and the clarity of alternative interpretations are at high importance for revealing 
actual ambiguities in the requirements. Thus, the qualification and the engagement of the 
experts who create the questionnaire play key role while applying the method. 

In addition, we compared the results obtained from the method applications with the 
linguistic analysis on ambiguity indicators and with the expert assessment of the requirements 
quality. We suppose that the method is more efficient in revealing ambiguities in short and 
laconic requirements, however, additional research on the question is advised. 

Although further research on facilitation the design of the questionnaire is required, we are 
convinced that the method can be successfully applied for revealing abilities in large 
requirements specification at the industry 
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3.1. Statistical survey  
Statistical survey is a powerful means used to collect statistical information about economic, 
political, social and cultural aspect of the life (Bethlehem, 2009; Calinescu, Melania, Sandjai, 
& Barry, 2013) Commonly, the information is collected by distributing a homogeneous 
questionnaire, which contains the questions on the theme under the study, to the respondents.  
(Bethlehem, 2009; Banda, 2008). 

Conducting a survey is a sophisticated process, that involves complex decision making and 
requires careful preparation (Bethlehem, 2009; Banda, 2008). Different researchers 
distinguish various stages of the survey lifecycle, however, the majority agree on the 
following ones:  

Survey design-> Data collection -> Data editing -> Nonresponse correction -> Analysis -> 
Publication 

Subsequent chapters don't contain a detailed description of the above mentioned stages. 
Instead, they reveal the pitfalls and describe the most challenging aspects of organizing and 
running the surveys. 

3.1.1. Questionnaire design 
 
The success of the survey and the accuracy of the collected data is heavily dependent on the 
quality of the questionnaire.  The well-designed questionnaire ensures that the collected data 
is actual and relevant, and that the research goals are met on time and budget (Doutriaux & 
Crener, 1982). Therefore, the survey preparation phase requires special attention and 
carefulness (Banda, 2008). However, before starting to create the questionnaire, it is 
recommended to clarify the survey objectives. They must include the clear goals of what and 
how many respondents are to be surveyed, how the collected data is to be analysed and used 
(Banda, 2008; Doutriaux & Crener, 1982). Also the questionnaire length must be under 
careful consideration, because the dependence between the quality of the collected data and 
the questionnaire  size has been proven (Adigüzel et al., 2008). 
 
Moreover, the questionnaire format and the type of questions, which will be used in the 
questionnaire, must be agreed on, because it has an impact on the way the collected data is 
processed and analyzed,  as well as the quality of the findings  (Moy & Murphy, 2016). Two 
the most common used question types are open-ended questions and close-end questions 
(Banda, 2008; Moy & Murphy, 2016). The advantages of open-ended questions are that they 
allow respondents express their ideas and thoughts to the topic on their own words, on the 
contrary, allow respondents to answer in their own words which makes the response 
creditable. However, the processing of the responses requires complex coding, which entails 
high costs and time expenses (Moy & Murphy, 2016). In contrast, the uniform close-ended 
questions gether unified responses that are easy to process and analyses. Nevertheless, a 
significant disadvantage of close-ended questions are that the person who designs the survey 
has to foresee all possible responses to the questions. In case he/she fails, valuable 
information may be lost (Banda, 2008). 
 
Additionally, the way the questions are phrased influences how actively and willingly the 
respondents answer the questions, therefore, the wording must be clear and easy to follow 
(Shaughnessy, Zechmeister & Jeanne, 2011). The questionnaire layout must be clean, so that 
the respondents can easily read the questions (Banda, 2008). 
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To ensure the quality of the composed questionnaire, it is recommended either to run the pilot 
survey or to redirect the questionnaire to the experts, who can determine whether indeed it is 
clear, does not contain any sources of misinterpretations and provides all possible answers in 
case the close-ended questions are used (Moy & Murphy, 2016). 
 
 

3.1.2. Quality of surveys and survey errors 
 
 
There are several types of widely accepted survey errors: sampling errors and non-sampling 
errors, which in turn are divided into coverage errors, non-response errors, and measurement 
errors.(Phung, Hardeweg, Praneetvatakul, & Waibel, 2015) All of them can distort the 
collected data and jeopardize the  legitimacy of the survey (Moy & Murphy, 2016). Thus, a 
careful study of the errors and reasons why they appear is recommended in order to avoid 
their occurrence. 
 

3.1.2.1. Sampling errors 
 
Sampling error represents the difference between the survey statistics (conducted on the 
sampled respondents) and the actual statistics that could have been collected in case the large 
population would have been surveyed. The sampling error is occurs in the research because 
the sample chosen for the survey does not display the population under study accurately 
(Assael, Henry, & John, 1982). The decision on the sample size and on the respondents 
included is a crucial task for many researchers (Barlett et al, 2001). The sampling error can 
normally be administered while opting for an appropriate methodology, sampling design and 
sample size as well as assuring the presence of different groups including small subgroups in 
the sample (Phung et al., 2015). 
 

3.1.2.2. Non-sampling errors 
 
Although non-sampling are more often perceived as an inalienable issue of conducting 
surveys in the developing countries, they also appear in the developed countries and there 
was a few studies were conducted about their causes and consequences (Phung et al., 2015). 
Nonsampling errors, which are more sophisticated than sampling errors and more difficult to 
control, consist of two factors. Firstly, non-response error, take place when sampled 
respondents do not provide answers to the survey, which entails that the responses do not 
represent objectively the selected sample. Secondly, the response error happens when 
sampled respondents misreport the answers or respond inaccurately (Assael et al., 1982). It 
may be done in purpose, e.g. while answering sensitive questions (Biemer, 2010) or because 
the respondents are fatigued, are influenced by interviewers or other external factors (Assael 
et al., 1982). Understanding of non-sampling errors and their causes is vital because they may 
lead to erroneous conclusions made after analysing the data. (Phung et al., 2015) 
 
The following types of non-sampling errors are known: 
1. Measurement error is one of the most commonly met and damaging error types, and 
represents the difference between the collected statistical data and the actual data. In 
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particular, it reflects how exactly coincide the respondents’ actual opinion or behavior with 
the one expressed in the survey (Thomas, 2014). The error arises due to the fact that the 
respondents may intentionally or accidentally provide inaccurate answer to the question  or 
an interviewer can mislead the respondent and cause the error (Biemer, 2010). However, one 
of the most common reasons of the measurement errors is the poor quality of the 
questionnaire (Biemer, 2010). 
 
2. Coverage error takes place when the sampled respondents are not representative and don't 
display the population under study accurately. A coverage error occurs while designing the 
survey and deciding on the respondents and is represented by two types of errors: over-
coverage, which arise when the not-target respondents are embraced in the selected sample, 
and under-coverage, when the sample does not contain crucial for the research respondents 
(Phung et al., 2015). 
 
3. Non-response errors arise when the researchers  fail to gain the expected information from 
respondents, may happen because of  the lack of access to the respondent or because of 
his/her unwillingness to respond (Calinescu et al., 2013; Phung et al., 2015). The non-
response errors result in inability to calculate and derive the correct conclusion about the 
subject under study (Calinescu et al., 2013). One distinguishes two types of non-response 
errors: unit non-response and item non-response errors. The unit non-response error occurs 
when the data from a respondent is missing completely, whereas the item non-response error 
takes place in case when the data about sample unit (respondent) is collected partially (Phung 
et al., 2015). Questions of sensitive topics are often subjected to non-response errors. 
Sensitive topic questions are the ones to which most people usually feel “uneasy” to provide 
the response if they are asked  (Albaum, Gerald, Roster, & Smith, 2014).  
 
4. Data-processing error refers to the mistakes and inaccuracies which occur during data 
entry, editing, coding, formatting questionnaires, assignment of survey weights (Biemer, 
2010).  
 

3.1.3 Data analysis 

3.1.3.1.Factorial analysis 
 
Factor analysis is widely recognized means in the the social sciences for determining the 
structure of initial data and revealing the factors that influence it (Doutriaux & Crener, 1982; 
Norman & Streiner, 2003). Examples of factor variables are income level of two cities, or age 
of the population, occupation of the respondents. The factorial analysis allows to define 
various hypotheses (e.g. the influence of the respondents occupation on their income level) 
and confirm or refute the correlation of factors defined in the hypothesis (Norman & Streiner, 
2003). Factors consistently regard to observable phenomena, however, they can represent 
hypothetical constructs, such as intelligence, depression, or coping ability (Norman & 
Streiner, 2003). Usually, the factorial analysis compares and analyses two or more factors to 
identify determine statistical relevance and importance of the factors and their cross-influence 
(Taherdoost, Sahibuddin & Jalaliyoon, 2014; Norman & Streiner, 2003). A commonly used 
technique of the factorial analysis is the correlation matrix, which demonstrates the 
correlation between variables, and which is recommended to be applied for the correlation 
coefficients over 0,3 (Taherdoost, Sahibuddin & Jalaliyoon, 2014).   
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3.1.3.2. Regression analysis 
 
The regression analysis is used to determine the relationships between dependent and 
independent variable, in other words, it assesses how will evolve the other variable in case 
the one is changed (Chromy & Abeyasekera, 2005; Seltman, 2015). The variables under 
analysis are called explanatory and dependent variable, normally, it is not possible to 
determine which variable is explanatory  (Norman & Streiner, 2003). Regression analysis 
belongs to the predictive modelling techniques and is widely used for forecasting  (Norman & 
Streiner, 2003).  
 

3.2. Software requirements and validation of their quality 
According to Wiegers and Beathy (2013), the requirement is a customer demand for the 
ability of the software to perform particular functionalities or to possess certain 
characteristics, which bring the value to the stakeholders. Requirements engineering is the 
first phase of the SDL, when the customer needs are revealed, documented and passed further 
to the development of the product. Therefore, the issues in SRS, which were not detected in 
proper time, will affect all later development phases and result in higher project costs and 
delayed release time (Firesmith & Donald, 2007; Mund, Jakob, Fernandez, Henning, & Jonas, 
2015). Moreover, according to the studies, around 40 to 50 percent of defects discovered in a 
software product have the origin in the requirements engineering phase (Wiegers & Beatty, 
2013b). In the worst case, the defects of the SRS cause around 32,65 per cent of the projects 
failure (Lopes Margarido 2011). 

As a result, the quality of the software requirements has become the keystone for the project 
success or failure and many methodologies aimed at decreasing the ambiguities in the NL 
SRS have recently been developed. While some of them focus on the validation the quality of 
the SRS, others try to prevent the appearance of the issues on the stage of writing SRS 
(Denger et al., n.d.). The following approaches of dealing with the requirements ambiguities 
can be distinguished   (Tjong, Sri, Nasreddine, & Michael, 2006a): 

1. The definition of linguistic rules, including undesired, inherently ambiguous words and 
word expressions. 

2. The definition of special writing norms and patterns, which should be applied while writing 
requirements. 

3. The definition of guidances and checking techniques. 

3.2.1. Approaches focused on linguistic rules 

According to numerous studies, particular words and word combinations might introduce the 
ambiguity to software requirements because of their inherently ambiguous nature (Tjong, Sri, 
Nasreddine, & Michael, 2006b; Fabbrini et al., n.d. ; Rupp, Chris, & Andreas, 2014). They 
can be classified as vague words, optional, subjective, weak ones (Denger et al., 2013; 
Fabbrini et al., n.d.). Therefore, the use of  such words during writing a high quality software 
requirements must be eliminated. 
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3.2.2. Approaches focused on the definition of writing pattern 

A clear sentence structure contributes significantly to avoiding ambiguities in the SRS  
(Denger et al., n.d.; Thongglin, Kanjana, Sylviane, & Peter, 2013). The introduction of 
various types of  the requirements writing patterns helps to systematise the information in the 
sentence, make the structure clear and understandable. While some researchers introduce a 
general pattern for all requirements, other develop various patterns depending on the sentence 
semantics (Denger et al., n.d.). 

The drawback of the approach is the fact that in some cases it might be problematic to write 
requirements using the patterns, because the information necessary in the pattern structure 
might be missing (Denger et al., n.d.). 

Along with the writing patterns, it is recommended to avoid writing software requirements in 
the passive voice, and use several subjects in one sentence connecting them with conjunctions 
“and”, “but”, “or” etc. (Fabbrini et al., n.d.; Rupp et al., 2014; Tjong, Sri, Nasreddine, & 
Michael, 2006c). Additionally, an inevitable characteristic of a good quality requirement is 
the presence of the full and clear information about what action, on what object, under which 
conditions and by whom is performed (Rupp et al., 2014). 

3.2.3. Reading techniques  

The requirements validation in form of various reading techniques (inspection, review, 
walkthrough) focuses on checking the quality of the requirements to verify that the 
documented requirements demonstrate the characteristics and behaviour of the real world 
system to be developed (Sharma, Richa, & Biswas, 2012), as well as correspond to the 
recognised norms of the requirements quality, such as being correct, clear, traceable, feasible, 
unambiguous, complete, verifiable, traceable (Wiegers & Beatty, 2013b). Although different 
types of the reading techniques require different level of preparation, participants involved 
and the disposable budget, they are considered to be the most basic and accessible way of 
validating the quality of the software requirements  (Chen, Pak-Lok, Sau-Fun, Tse, & Yu, 
n.d.; Kamsties et al., 2001). 
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4. Appendices 
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A: Research timeline. 
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B: Final Method Description 

1. Purpose 
 
The purpose of this method is quantifying the degree to which the participating stakeholders 
of a software development project share the same interpretation of the given requirements. 
One of the possibilities to check the quality of requirements specifications is to apply the 
method of validating large requirements using surveys. The method is employed as follows. 
From the software requirements specification (SRS), a subset of requirements is sampled (see 
chapter 2) and alternative interpretations of these requirements are created using the 
guidelines in chapter 3. Thereafter, the survey is conducted on the stakeholders (see chapter 
4), and the results of the survey are analyzed. In case of satisfactory results, the development 
team may continue with the further stages of the software development lifecycle (SDL). If the 
quality of the SRS is lower than the acceptable level, the document should be improved (see 
Figure 1). 
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 Figure 1. The process of validating large requirements specifications 
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2. Requirements Sampling Strategy 

To ensure the most accurate metric results, the proportional stratified random sampling must 
be applied while choosing the pieces of requirements for the survey. The following should be 
taken into consideration: 

1. The functional and nonfunctional requirements should be sampled. 

2. Requirements should be chosen from different chapters of SRS. 

3. Requirements should be chosen from parts of SRS, which are written by different 
authors. 

The sample size may vary depending on the desired level of accuracy, however, the 
recommended sample size is 10 requirements. 

 

 

Figure 2. Requirements sampling 

3. Survey Creation 

The survey on the interpretation of the requirements specification represents the core 
component of the method. The questionnaire for the survey is created by the devised group of 
experts, which includes at least two of the following: a Project Manager, Product Manager, 
Software Architect, and Requirements Engineer of the external project. The correct 
interpretation is provided by the author of the requirement, who is not included in the group 
of experts. 

To create the questionnaire, the experts read each requirement carefully and find equivocal 
words and expressions in the requirement. In case those are found, the experts create 
alternative faulty interpretations of the requirement considering revealed ambiguity. A correct 
interpretation provides the author of the requirement.  

While formulating faulty requirement interpretations, the experts apply the listed below 
answer rules to provide the diversity of interpretations for a given requirement. In the 
questionnaire, each requirement should have from 3 to 5 of the following possible 
interpretations: 
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1. The correct interpretation 

2. A negation of the correct interpretation 

3. Interpretation, which is close to the correct one, but lacking some details 

4. Interpretation, which is close to the correct one, but providing some excessive faulty 
information 

5. The correct interpretation, which is formulated on a wrong abstraction level, and for 
this reason is considered as a faulty one 

6. “None of the above answers” option. It is recommended to include this option into the 
list of answers, for around 10-15 percent of the questions this answer should be 
correct. 

 

 

Figure 3. Creating survey questions 

While formulating both correct and faulty interpretations of the requirements, the experts 
should not necessarily cover all the aspects of a given requirement.   

The questionnaire should be design in the way that answering the survey questions does not 
take the stakeholders longer than 40 minutes.       

4. Stakeholder Sampling Strategy 

The choice of the stakeholders participating in the survey may affect its outcome. To receive 
the most objective metric results, the stakeholders of various roles must be engaged in the 
survey. When the participants of some roles are mandatory, the engagement of others might 
be optional. The following stakeholders must be among participants: 

a.    Software engineer (mandatory) 

b.    Architect (mandatory) 

c.    Usability designer (mandatory) 
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d.    Project Manager (optionally) 

e.   Product Manager (of not related projects, mandatory) 

f.   Quality assurance engineer (optionally) 

g.    Technical writer (optionally) 

h.    Tester (optionally) 

The survey should be conducted on the stakeholders of different relation to the project. The 
following stakeholders must be among participants: 

a.  Employees who are involved into the project (80 per cent of the participants) 

b.  Employees who are not involved into the project (20 per cent of the participants) 

 

 

Figure 4.  Stakeholders selection process. 

5. Unambiguity metric 

After the survey is conducted, the examined requirements are divided into three categories 
based on the number of correct interpretations of the given requirement.  

In case 90 to 100 per cent of stakeholders interpreted a requirement alike, it is the 
requirement with common interpretations. If  80 per cent  and more of the stakeholders 
responded identically, the requirement is regarded as the requirement with mainly common 
interpretation. If from 60 to 80 per cent of the stakeholders share the same understanding of 
requirement meaning, the requirement is considered to have partially common interpretation. 
Requirements with lower that 60 per cent identical responses are treated as requirements with 
different interpretations. 
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To calculate the metric, each category is assigned to the coefficient according to Table 1.  

Coefficient Coefficient value Correct interpretations 

K1 1 90 % and more 

K2 0,8 from 80% to 89,9% 

K3 0,6 from 60% to 79,9% 

K3 0,3 less than 60% 

 

Table 1. Values of ambiguity coefficients 

 

ܿ݅ݎݐ݁ܯ	ݕݐ݅ݑܾܷ݃݅݉ܽ݊		 = 		
1ܭ	 ∗ ܰ1 + 2ܭ ∗ ܰ2 + 3ܭ ∗ ܰ3 + 4ܭ ∗ ܰ4

ܰ1 +ܰ2 + ܰ3 +ܰ4
∗ 100% 

where N1..N4 is the number of requirements, assigned to the coefficient K1..K4 respectively.   
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