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Abstract
Using qualitative data analysis (QDA) to perform domain analysis and modeling has shown great promise. Yet, the evalua-
tion of such approaches has been limited to single-case case studies. While these exploratory cases are valuable for an initial 
assessment, the evaluation of the efficacy of QDA to solve the suggested problems is restricted by the common single-case 
case study research design. Using our own method, called QDAcity-RE, as the example, we present an in-depth empirical 
evaluation of employing qualitative data analysis for domain modeling using a controlled experiment design. Our controlled 
experiment shows that the QDA-based method leads to a deeper and richer set of domain concepts discovered from the data, 
while also being more time efficient than the control group using a comparable non-QDA-based method with the same level 
of traceability.

Keywords Domain model · Domain modeling · Qualitative data analysis · Requirements engineering · Controlled 
experiment

1 Introduction

A domain model helps establish a common understand-
ing of a domain among all stakeholders of a project. The 
development of such a model helps the analyst gain a deeper 
understanding of the involved entities and their interactions. 
It is also helpful for facilitating communication between 
stakeholders, and it forms a base for building design- and 

implementation-oriented models and artifacts. However, 
the process of eliciting and documenting knowledge from 
domain experts remains in large parts dependent on the 
experience of the analyst. Consequently, the consistency and 
completeness of the domain model and the requirements, 
which affect implementation [9], can vary.

Traceability can help improve both of these criteria. By 
linking elements in different artifacts with one another, 
changes can be consistently applied to multiple artifacts, 
and through rigorous forward tracing, it can be assured that 
no part of any artifact is accidentally disregarded.

Requirements traceability in general “refers to the ability 
to describe and follow the life of a requirement, in both a for-
wards and backwards direction” [23]. Traces are frequently 
only documented from the requirements specification (RS) 
to development artifacts, the so-called post-RS traceability. 
Because the requirements elicitation process relies heav-
ily on implicit knowledge on the part of the analyst, pre-
RS traceability, meaning tracing between requirements 
and their origin, is a significant problem [23, 47]. Pre-RS 
traceability supports transparency and thus future decision-
making. Therefore, it is highly desirable, but the standard 
solution employed today—keeping separate documentation 
which must be continually updated—is burdensome and 
error-prone. With an integrated method of ensuring pre-RS 
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traceability, consistent and complete trace documentation is 
ensured, and the extra step of after-the-fact documentation 
becomes obsolete. Our method documents traces between 
the domain model elements and their origin as a by-product 
of the analysis process. This constitutes a first step toward 
solving the pre-RS traceability challenge.

We previously published a method called QDAcity-RE, 
based on qualitative data analysis (QDA), borrowing and 
adapting methods from qualitative research methods to cod-
ify the analysis process, guide the analyst, and better docu-
ment the process of domain analysis [30]. QDA techniques 
like they are applied in our method, and related work are 
based on the practice of coding data, where the term coding 
describes the concept of labeling parts of data.

The main benefits of our method are the following:

– Increased completeness and consistency of the resulting 
artifacts.

– Improvement of the analysis process by definition of a 
process where previously analysts had to rely on intuition 
and experience.

– Support pre-RS traceability between a domain model and 
their source.

We focus on completeness and consistency, since a formally 
correct specification can be defined as one that satisfies 
both these criteria [51]. Completeness may be regarded in 
terms of external completeness, and internal completeness. 
External completeness requires “that all of the information 
required for problem definition is found within the speci-
fication” [51], whereas internal completeness requires the 
absence of undefined items [51]. Consistency requires the 
absence of conflicts between elements within the artifact 
(internal consistency [4] or intra-model consistency [29]) 
or between different artifacts (external consistency [4] or 
inter-model consistency [29]).

From the benefits that were evidenced in our explora-
tory studies, follow the research questions outlined below, 
which guided the research design of the work presented in 
this article.

RQ1 Does the QDAcity-RE method of QDA-based 
domain modeling improve the consistency and com-
pleteness of domain models, compared to another 
method of domain modeling with the same level of 
pre-RS traceability?

RQ2 How do the traces between interview data and an 
intermediate artifact assist the analysis?

Keeping separate documentation of traces consistent with 
changes in all artifacts is a common problem. We expect 
that by embedding the process of trace generation within the 
analysis process, thus making trace generation automatic, 

a major problem of pre-RS traceability is solved. Thus, 
a major hurdle for acceptance of such documentation is 
lowered.

In this article, we present a controlled experiment to vali-
date the claims of our method. The QDAcity-RE method 
prescribes practices and processes for stakeholder sampling, 
data gathering, and data analysis, in addition to producing 
artifacts and results associated with process documentation, 
stakeholder materials, unified model, and target artifacts 
[30]. We evaluate the data analysis phase of the method 
through examination of the domain model artifacts and 
analysis of the study participants’ experiences. We compare 
QDAcity-RE, used in the QDAcity group, against a different 
method of analysis for domain modeling used by the control.

The method employed by the control group is based on 
strategic reading, a reading method developed in the field of 
education, which was adapted by Diaz [14] for use in Design 
Science Research (DSR) and domain modeling. The reason 
for choosing this method as a control is that it features a 
similar level of pre-RS traceability between the elements 
of the domain model and the underlying (source) text on 
which the analysis is based. The trace links between source 
material and model are fully tool supported [14], as is the 
case with QDAcity-RE. Since both methods were new to all 
participants, we could also evaluate the learning curve and 
the ease of use for untrained analysts.

The contributions to this article are the experimental 
evaluation of the QDAcity-RE method [30] and a compara-
tive analysis with a domain analysis process proposed by 
Diaz et al. [14].

The rest of this article is structured as follows. First, we 
present related work in Sect. 2. In Sect. 3, we then present 
the experiment design. The evaluation of the artifacts and 
the qualitative evaluation of the participant’s experience is 
described in Sects. 4 and 5, respectively. Finally, the results 
and the limitations of our work are discussed in Sects. 6 and 
7. A conclusion is drawn in Sect. 8.

2  Related work

The QDAcity-RE method uses QDA and principles of 
qualitative research. These principles have previously been 
employed in the context of requirements engineering (RE) 
with a similar motivation to the development of the QDAc-
ity-RE method [6, 7, 38, 50]. Most of this work utilizes QDA 
in the larger framework of grounded theory (GT) [22]. GT 
is an approach to theory building that provides a methodo-
logical framework next to the analysis practices. Depend-
ing on the epistemological stance, different variations exist, 
whether it is positivistic or constructivistic.

QDA, and in particular GT, has been used to develop 
models [5–7, 26, 27, 50], requirements [8, 10, 40, 45], 
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personas [17, 18, 34], and architectures [3, 21]. QDAcity-
RE is also focused on producing models. Within the scope 
of this article, we are specifically evaluating its utility in 
creating conceptual domain models.

Carvalho et al. compared a descriptive process model cre-
ated by a researcher experienced with QDA using the GT-
based method to a model created by an experienced software 
engineer [6]. While the experience of the software engineer 
could not be compensated, some benefits of the systematic 
way of exploring the data were demonstrated.

Similar findings are described by Pidgeon et  al., for 
applying GT to knowledge elicitation [38]. They add that GT 
secures the traceability of a derived model back to the origi-
nal data sources through the documentation of the analysis 
process via codes and memos. However, they remind the 
reader that models which are produced still have subjective 
elements and require validation.

Both Carvalho et  al. and Pidgeon et  al. criticize the 
complex and labor intensive analysis process of GT. Their 
findings can be transferred to the process of domain analy-
sis, which also includes eliciting knowledge from domain 
experts and analyzing it to derive an abstract model [5]. Our 
studies concur with previous work concerning the issue of 
the required effort for performing methods like GT with the 
purpose of domain modeling [30]. Many of the problems we 
encountered in this regard, however, can be solved through 
better tool support tailored toward domain modeling. The 
tool support given in the context of the study presented in 
this article is comparably high. Still, problems related to tool 
support were one of the categories more frequently coded in 
our analysis of the participant interviews.

The use of GT to model requirements is also investigated 
in Halaweh’s studies [26, 27]. Halaweh states that catego-
ries and their relationships derived from Corbin and Strauss’ 
coding paradigm [12] can be compared to classes and their 
relationships in class diagrams. Thus, the informal model 
resulting from GT can be translated into a semi-formal 
model such as a UML class diagram. Theoretical sampling 
can help identify users for interviewing, and theoretical 
saturation can be used as an indicator to stop requirements 
elicitation. Theoretical sampling requires the sampling to 
be driven iteratively by current gaps in the theory instead 
of defined a-priori, and theoretical saturation describes the 
state where additional gathering of data would no longer 
induce significant changes to the theory. Halaweh argues 
that by applying GT and thereby letting requirements emerge 
from the data, requirements are user-driven, supporting user-
centered design and satisfying user needs effectively.

Halaweh points out that the analyst needs to apply the-
oretical sensitivity in order to produce relevant results. 
Another claim of his studies is that GT is particularly suited 
to identify non-technical aspects regarding change due to 
the system’s development and implementation, for example 

user’s resistance to change. This might help initiate pro-
active measures for implementation and training to over-
come organizational problems. Halaweh conducted a case 
study and analyzed interviews which he used to develop 
a class diagram. Although he stated that he found equiva-
lent elements between GT and object oriented analysis and 
design (OOAD), he did not provide guidelines for GT coding 
and for transferring the informal model to a class diagram. 
In contrast, we developed a concrete mapping from a code 
system classified with our code system language (CSL) to 
UML class diagrams.

While we developed an explicit mapping, and others have 
also used GT as a means to produce requirements artifacts 
directly through QDA or GT, Chitchyan employed a strategy 
for requirements elicitation that uses GT as a precursor to 
the actual definition of requirements [11]. In this process, 
GT would serve to define “contexts and preferences which 
serves as the foundation for the theorised requirements” 
[11]. From this, understanding of the domain candidates 
for requirements would then arise. We agree that the in-
depth understanding of a domain is the foundation for a good 
specification. However, we also believe that a visual semi-
formal representation of a conceptual model is an adequate 
representation of one perspective on this knowledge, which 
is why in our method, it is explicated as a specific view on 
the code system visualized through a UML class diagram 
with explicit mapping between this representation and the 
code system.

Similar to the idea put forth by Hallaweh, the use of GT 
to elicit social aspects and tacit knowledge has also been 
suggested by Chitchyan and Bird [10], who evaluated this 
aspect in a single-case case study. In a similar vein of uncov-
ering tacit knowledge, but more specifically in the area of 
security requirements, Rashid et al. also investigated a GT 
approach [40]. Rashid et al. particularly point out benefits 
to the degree of freedom in the analysis using GT, and its 
ability to connect knowledge across security incidents in a 
multi-incident [40]. Rashid et al. state that their GT-based 
method was created in the pursuit to “[...] find an effective 
way to deal with the implicitness of domain knowledge [...]”. 
We concur with this sentiment in our method for concep-
tual domain modeling. In the method presented by Rashid 
et al., as with most proposed approaches based on GT, rela-
tionships between concepts are documented during memo 
writing. We believe, that using semi-formal notation as we 
did with QDAcity-RE would be beneficial in these types of 
approaches as well. A model of security requirements with 
focus on the socio-technical aspects of a system was also 
developed by Fléchais using GT [19].

The social and political factors that may influence stake-
holder’s requirement was also addressed by Thew and Sut-
cliffe with their own method [44]. The method proposed by 
Thew and Sutcliffe is more structured than any GT-based 
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approach or our own method. They also recommend tran-
scription and annotation of interviews during the elicita-
tion process. However, this recommendation is limited to 
novice analysts, with experts foregoing this step. Further, 
the required annotation is more focused and structured by 
a fixed taxonomy on stakeholder’s values, motivations and 
emotions [44].

Würfel, Lutz and Diehl propose a holistic approach for 
data elicitation, data analysis and the determination of 
requirements, similarly to the approach that is proposed by 
us [50]. They define two process phases: In the first phase, 
GT practices are employed for data elicitation and analysis. 
The second phase aims at transferring domain descriptions 
into use cases.

Hughes and Wood-Harper express the need for addressing 
the organizational context during requirements determina-
tion. They demonstrate the use of GT to develop an abstract 
account of the organization with two case studies [28]. 
They adapt GT by using pre-defined categories to address 
time constraints. The requirements determined in the case 
studies cover mostly organizational aspects. Examples of 
such aspects are high-level goals, constraints and aspects of 
change. However, the studies did not show how to extract 
specific requirements on a lower abstraction level or struc-
tural elements of an organization. The publications on these 
studies also do not describe the data analysis process in their 
case studies in detail.

Chakraborty and Dehlinger explain how the coding pro-
cedure of GT can be applied to determine enterprise system 
requirements and to derive UML diagrams, thus bridging the 
gap between qualitative data and final system descriptions 
[7]. They demonstrate their approach by deriving a UML 
class diagram from a textual high-level description of a uni-
versity support system. However, the developed diagram is 
not consistent. Features and information about the imple-
mentation are represented as classes and the relationships 
between classes are not specified. An important adaptation 
in their procedure was the addition of conjectural categories 
to their model, which were not derived from the data but 
based on the experience of the analysts. They discovered 
that, apart from the advantage of traceability, the iterative 
process of GT allowed the analyst to discover and close 
information gaps earlier in the process.

Based on their previous work [7], Chakraborty et al. 
proposed a procedure called Grounded and Linguistic-
Based Requirements Analysis for eliciting non-functional 
requirements (NFR) [8]. They argue that the application 
of GT-based practices in the analysis process improves the 
requirements specification by facilitating the sense making 
of multiple viewpoints into a cohesive description. However, 
Chakraborty et al. also point out that the differences between 
RE and theory development make adaptations to GT neces-
sary. Also, because system analysts are not familiar with GT, 

Chakraborty et al. propose to support the analyst in devel-
oping theoretical sensitivity and identifying the important 
concepts by giving him or her guidance about the theoretical 
principles to apply.

Chakraborty et al. used predefined categories of NFR. 
These categories were related using Mylopoulos, Chung, 
and Nixon’s NFR framework [35]. Thomas, Bandara, Price, 
and Nuseibeh also use an analytical framework, including 
predefined thematic codes and extraction rules, to use QDA 
for the determination of privacy requirements for mobile 
applications [45]. They state that QDA improves require-
ments elicitation by accounting for contextual factors and 
securing traceability. While the use of an established tax-
onomy for NFRs is common in RE, Sharma and Biswas 
criticize the lack of such a categorization for functional 
requirements. They used a GT-based approach to develop a 
classification system based on the coding on RS documents 
[41].

One adaptation of GT that many of the presented arti-
cles propose is the use of pre-defined categories. This alle-
viates the high amount of effort required for a systematic 
analysis using GT. Traditional GT would not allow for such 
a-priori constructs or would at least defer their use to the 
end of a study to make sure that the theory development 
is not biased by preconceived notions of the researcher. In 
our research, we found that besides the obvious impact on 
resources, the usefulness of pre-defined categories is highly 
dependent not only on the domain but even more so on the 
desired artifact the analyst wishes to create at the conclusion 
of the analysis. For instance when the derivation of natu-
ral language requirements from the data were desired, this 
proved immensely helpful, while for the conceptual model, 
we found it more helpful to start without preconceptions. In 
the study presented here, all categories emerged from the 
participant’s analysis, although the dimensions to explore 
were given by means of the code system language and the 
coding paradigm. The latter turned out to be a main point of 
confusion for some of the participants.

A contribution that distinguishes the research presented 
in this article from related work is a direct comparison of 
two different methods in the methodological setting of a 
controlled experiment. Most approaches presented in this 
section were either the presentation of an idea showcased 
with an example or studied in the setting of a single-case 
case study.

3  Experiment design

To validate our claim that using the QDAcity-RE method 
improves the consistency, completeness, and traceability of 
domain models, and to comparatively evaluate its utility for 
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the analyst to gain deep insight into a domain, we conducted 
a controlled experiment.

To identify potential limitations of our experiment design 
and apply corrective measures where possible, we performed 
multiple peer debriefing sessions [24, 43] throughout the 
planning and execution of the study. In separate instances, 
we debriefed colleagues on the fit of the overall experiment 
design for the research question, the sampling strategy, the 
design of the interview outline, the coding of the interview 
transcripts, and the strategies for investigator triangulation.

We divided our population into two groups, using a 
between-subject design. One group was tasked with ana-
lyzing the data using the analysis approach of our method, 
hereinafter referred to as QDAcity group. The other group 
was tasked to perform an analysis of the same data using 
a method utilizing strategic reading [14, 15], hereinafter 
referred to as control group. The participant sampling is 
described in more detail in Sect. 3.3.

Both groups were given the same task of creating a con-
ceptual domain model in UML on the basis of six already 
transcribed semi-structured interviews with domain experts. 
The domain that was modeled within this study was human 
resource (HR) development. We describe the target domain 
briefly in Sect. 3.1.

Since the population of our experiment groups was small 
(nine participants), we cannot make a strong claim of gen-
eralization. Instead, in addition to our measurement instru-
ments for the evaluation of the quality of the created arti-
facts, we also gathered qualitative insights from the study 
participants through interviews.

Our study consequently considers the following variables:
Independent variable:

– Analysis method (Sect. 3.2)

Dependent variables:

– Set of domain concepts and relationships
– The difference in time the analysis took

Controlled variables:

– Data to be analyzed
– Demographic characteristics of the participants

– Age
– Gender
– Education
– Prior experience with QDA and domain modeling

Within this context, completeness was operationalized 
in terms of information retrieval metrics with regard to a 
model of the domain previously validated through domain 

experts. Intra-model consistency was analyzed with regard 
to conflicts within the intermediate artifacts, as well as the 
final model and strategies our participants used to identify 
and resolve conflicts.

Traceability was ensured in both groups through the 
tool support, which linked each model element in the inter-
mediate artifact to quotes in the source data, and entities 
in the intermediate artifact could be mapped to elements 
in the final model.

The experiment was conducted over a five-week period. 
The participants were not given all interview transcripts at 
once. Instead we divided the data up in chunks and each 
week handed them one or two additional interview tran-
scripts. This way, even though the data were not collected 
by participants themselves, the natural temporal progres-
sion of collecting more data as the project progresses 
could be maintained.

The order in which the interview data were handed out 
to participants was the same in which the data were origi-
nally gathered.

All participants were asked to keep a study diary, where 
they documented their experience after each work session, 
which they scheduled at their own discretion. The study 
diary approach is described in Sect. 5.1.1.

The timeline of one week of the study is outlined in 
Fig. 1.

In each week, we had an individual interview with each 
of the participants to assess their progress. During some of 
the interviews, a second researcher was present, ensuring 
investigator triangulation [25]. These interviews had the 
purpose of measuring a self-assessment of competency 
with regards to method and domain, as well as a docu-
mentation of the expended effort. Further, the interview 
was conducted as a semi-structured conversation on the 
participants’ success or problems they were experienc-
ing during the latest iteration of applying the respective 
method. The interview guideline was adapted each week 
to reflect both expected changes over time, like enquiring 
about saturation toward the end of the study, and also to 
include questions that were brought up by the entries in 
the study diary.

The interviews and the artifacts we analyzed are 
described in more detail in Sect. 3.4.

1 of 5 weeks (one iteration)

hand over
interview
transcript

work session 
+�study diary entry

individual
interview

Fig. 1  Overview schedule of each iteration
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3.1  Data on target domain

The data we used for the evaluation of the analysis phase of 
the method are the same as in our exploratory study on HR 
development [30]. The conceptual domain model created in 
our exploratory study had already been evaluated by experts 
to be an appropriate model of the domain. Therefore, we 
used this model as a base line of comparison for both groups.

The interview data given to the participants to be ana-
lyzed were the transcriptions of six semi-structured inter-
views with domain experts. The data were collected in the 
context of structuring a domain for requirements elicitation 
with the purpose of replacing an existing system for HR 
management in a medium-sized company in the financial 
services industry. The data collection was performed by us 
in parallel to the standard elicitation process the company 
pursed which wanted to develop the software. The inter-
views ranged in length from five to fifteen pages each.

3.2  Comparison of analysis methods

In order to evaluate the QDAcity-RE method, we searched 
for a method with similar characteristics for comparison. 
The method described by Diaz [14], based on strategic read-
ing, features a similar level of pre-RS traceability between 
the elements of the domain model and the underlying 
(source) text on which the analysis is based [14]. Further-
more, both methods, QDAcity-RE and strategic reading are 
tool supported, which enforces trace links between model 
elements and text quotes. Table 1 presents a comparison of 
both methods.

The resulting artifacts of both methods differ from each 
other, while the QDAcity-RE method creates a UML model, 
with strategic reading a mind map is the result of the analy-
sis. Therefore, an additional step is necessary to arrive at a 
model in the same notation. The strategic reading method 
was extended to further translate the resulting mind map 

into a UML class diagram. The mind map thus served as 
an intermediate artifact similar to the code system in the 
QDAcity group.

3.2.1  QDAcity‑RE

The QDAcity-RE method [30] is based on QDA to support 
the creation of complete, consistent, and traceable domain 
models. The method process is outlined in figure 2.

At the core of our method is an iterative process. It com-
prises data gathering from stakeholders, an analysis that 
guides further data gathering, and a stopping criterion, 
called saturation. Saturation is used to decide when to con-
clude the iterative cycle of data gathering and analysis and 
to consider the current state of analysis sufficiently accurate 
and complete.

During the analysis process, analysts annotate the input 
material such as interviews and workshop transcripts, with 
codes which are structured hierarchically in a code sys-
tem. The process is called coding and is structured in three 
phases: open, axial and selective coding [30]. At the end of 
each iteration, the code system is refined through constant 
comparison to ensure consistency. Constant comparison 
requires the analyst to search for evidence and contradictions 
in previously analyzed data when new concepts come up, as 
well as search for corroborating and conflicting instances 
of previously found concepts in new data. This forces a fre-
quent move between micro- and macro-perspectives and 
fosters a consistent perspective covering all gathered data.

The analysis, as well as the sampling strategy, is under-
pinned by a coding paradigm. The coding paradigm defines 
five dimensions: actions/strategies, consequences, causal 
conditions, contextual conditions, and structural condi-
tions. The paradigm is meant to ensure all relevant dimen-
sions of the problem domain are captured sufficiently. The 
identification of information gaps leads to the adaptation of 

Table 1  Method comparison

QDAcity-RE [30] Strategic reading [14]

Methodological origin Qualitative research Education
Application Domain RE, Domain modeling Design science research, Domain modeling
Motivation Guide domain experts creating domain models Create purposeful artifacts for DSR and analyzing research papers
Process Iterative process based on three coding steps Execution of seven reading strategies
Resulting artifacts Annotated text, conceptual model as UML Annotated text, root-cause analysis (RCA) as mind map
Completeness Theoretical sampling, coding paradigm, saturation Root-cause analysis (RCA)
Consistency Trace links, constant comparison Trace links
Traceability Between annotations (called: codings) in text and 

elements of UML by codes
Between annotations in text and elements of mind map by annota-

tions
Tool support QDAcity Mendeley as reading platform, MindMeister as modelling tool, 

DScaffolding a Google Chrome plugin to connect Mendeley and 
MindMeister
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the sampling strategy to fill these information gaps. This is 
called theoretical sampling.

The QDAcity-RE methode is tool supported by a web-
based platform for QDA called QDAcity1. Throughout the 
rest of this article, QDAcity-RE always refers to our method, 
and QDAcity always refers to the tool.

QDAcity is built as an integrated analysis and modeling 
tool. The cloud-based application allows for all basic func-
tions for coding text, i.e., creating and managing a code 
system and text documents, and assigning codes to text 
segments. Codes can be defined through code book entries 
with a short definition and instructions on when to use and 
when not to use, and participants were encouraged to use 
this feature. Codes can further be dragged and dropped into 
an editor for UML class diagrams. This allows for modeling 
relationships between these concepts and gives a different 
visual representation to the code system. All changes made 
to either the class or the code are reflected in the other. At 
any point, also during work in the UML editor, a list of 
coded text segments of a selected code, or class can be dis-
played without switching back to the text documents. Fur-
ther, a table can be generated showing most frequently co-
located codes with a percentage of the text area of overlap. 
This helps finding potentially missed relationships between 
concepts.

We previously evaluated our method using four explora-
tory project studies with industry partners. These projects 

also guided the development of the QDAcity-RE method 
[30]. In these exploratory cases, as well as in other published 
research, QDA-based domain modeling has shown great 
promise in improving the final artifact’s quality while at the 
same time improving the documentation of the process.

3.2.2  Strategic reading

Strategic reading, similar to QDAcity-RE, also is an attempt 
to codify the step from unstructured source material to con-
ceptual domain models and establishing traceability as a 
result of using the method.

Strategic reading is a term coined in the educational 
domain [33] and has been suggested for design science 
research and domain modeling [14, 15]. At its core, strate-
gic reading requires the reader to actively employ all of the 
following seven reading strategies:

– Activating: Recalling relevant knowledge from long-term 
memory.

– Inferring: Connecting implicit and explicit meaning of 
the text to one’s own experiences and knowledge.

– Monitoring-Clarifying: Actively checking regularly if the 
text is fully comprehended.

– Questioning: Self-questioning and finding the answers to 
those questions in the text.

– Searching-Selecting: Identifying samples in the text that 
answer these questions, that solve problems, and that 
define important terms.

Fig. 2  The QDAcity-RE process for structural domain modeling [30]

1 https:// qdaci ty. com.

https://qdacity.com
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– Summarizing: Writing a summary of the text in one’s 
own words.

– Visualizing-Organizing: Creating a “mental image”, 
some graphical representation of the text, to elicit mean-
ing from the text.

The goal of the method described by Diaz is to make annota-
tions in the literature traceable to root-cause analysis (RCA) 
issues that triggered the literature review in the first place. 
And, the other way around, to have related annotations 
readily accessible while performing the RCA. The main 
artifact of the RCA in this context is a mind map, rather 
than a UML diagram. The original motivation was to guide 
researchers reading and analyzing research papers, but has 
been extended to general domain modeling. Therefore, the 
control method not only shares a common purpose with our 
method but also shares its genesis in the context of research 
methods.

This analysis method used by the control group is also 
tool-supported. It uses Mendeley2 as a reading platform 
and MindMeister3 as a modeling tool for mind maps. Both 
tools are connected using the Google Chrome plugin called 
DScaffolding.4

Through this linkage, sections of text in Mendeley will be 
automatically copied as child nodes to one of seven nodes 
in the MindMeister mind map which are marked as current 
reading purposes. Each of the up to seven nodes maps to one 
of the seven colors available in Mendeley for color-coded 
annotations.

The interaction between the RCA platform and the read-
ing tool is facilitated by the “Purpose Pipe”, which channels 
RCA issues to the reading platform, and the “Annotation 
Pipe” which channels literature quotes to the RCA platform 
[14]. The two pipes are depicted in Fig. 3. The selection of 
nodes as a reading purpose happens in Mindmeister and is 
depicted in the figure with a thumbtack attached to the node. 
Each reading purpose is then assigned a color in Mendeley.

However, the philosophy of the tool support for strategic 
reading is entirely different in the sense that it purposefully 
only connected existing tools whereas the tool-support for 
the QDAcity-RE integrated both the annotation phase of the 
process and the modeling phase of the process. DScaffolding 
is constrained by attributes of the connected tools that were 
not originally designed for this kind of inter-tool compat-
ibility. The most significant example of these limitations is 
that only eight colors are available for highlighting in Men-
deley. Since one of the colors is reserved, this leads to only 

seven reading purposes which can be defined at any point 
in time. While reading purposes can be changed throughout 
the process, the seven colors remain the same. This leads to 
the seven colors being re-used for different concepts in the 
mind map.

3.3  Participant sampling

The participants of our experiments were ten students in the 
Master’s degree program of computer science or interna-
tional information systems at the Friedrich Alexander Uni-
versity Erlangen-Nürnberg during the summer semester of 
2019. We advertised the experiment in search for recruits 
within our courses and through facebook groups for students 
of the respective degree program at our university. As incen-
tive for participation with an estimated effort of 50 hours in 
total, we offered 500EUR monetary compensation.

Each participant filled out an entry-survey covering the 
following demographic aspects:

– Age
– Gender
– Degree program currently enrolled in
– Prior academic degrees
– Work experience in the software industry in years
– Experience with QDA and domain modeling on a six-

point scale
– Whether they have taken the course on conceptual mod-

eling or UML at our university or equivalent courses at 
another university
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Fig. 3  Purpose pipe and annotation pipe

2 https:// www. mende ley. com.
3 https:// www. mindm eister. com.
4 https:// chrome. google. com/ webst ore/ detail/ dscaf foldi ng/ hkgmn 
njalp mapog adekn gkgbb gdjln ne.
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Of the 19 candidates who finished the entry-survey, we 
selected ten that allowed for an equal distribution of the 
survey dimensions into two groups. Of the ten, nine par-
ticipants remained in the study through the end.

We aimed at building two comparable groups in terms 
of the QDA and domain modeling competences of the 
study participants. To evaluate these competences, we 
asked the participants to self-assess their domain modeling 
experience and their QDA experience. The responses are 
shown in Fig. 4. The rating was performed on a scale from 
0 points defined as None to 5 points defined as Expert. The 
values in between should be interpreted as a discrete linear 
scale and were not labeled. Participants whose ID starts 
with A were in the control group and participants whose 
ID starts with B were in the QDAcity group.

The average for domain modeling is 1.55, while the 
average for QDA is significantly higher at 2. We assume 
the overall assessment of QDA competence being assessed 
significantly higher than for domain modeling is due to 
the fact that six of the participants had previously taken 
our course on research methods, where part of the exer-
cise includes the qualitative analysis of expert interviews. 
However, none of the participants had been involved in a 
research project outside of the teaching setting at univer-
sity. None of the participants considered themselves an 
expert in any of the two categories, which was expected.

The participants with no or little experience with 
domain modeling allowed us to examine and compare the 
learning curve for inexperienced analysts of both meth-
ods. Since domain modeling relies heavily on the analysts’ 
experience, a method that provides more guidance for nov-
ices is especially beneficial.

Based on the answers in the initial survey, we divided the 
participants into two groups, with a sample size of five each. 
However, one participant in the control group withdrew his 
participation in the third week of the study leaving only nine 
valid results of final artifacts to consider.

The demographics of the average participant in each 
group is presented in Table 2. We tried to maximize equal 
distribution of these characteristics in both groups at the 
start of the experiment to avoid selection bias. Hence, the 
assignment of participants to a group was not random, but 
after all participants were assigned to one group, the treat-
ment was assigned randomly to avoid experimenter bias dur-
ing the selection of groups.

Table 2 reflects only the participants who finished the 
study. After one participant dropped out mid-study, re-shuf-
fling of the groups was no longer a possibility, which is why 
the groups are not as similar as they were at the beginning of 
the experiment. In both dimensions for self-assessed compe-
tency, the average slightly favors the control group.

In the beginning of the study, we held kickoff meet-
ings with both groups separately, where each was given a 
90-minute introduction into the method, and how to set up 
the tooling. They were also provided with the respective 
paper describing the method and instructed to read it before 
starting the analysis. The introduction was interactive, and 
participants were encouraged to ask questions and demand 
clarifications about anything that might be unclear about the 
method application after reading the paper and at any time 
during the experiment.

3.4  Evaluation methods

We analyzed the results of the experiment in two dimen-
sions: One dimension is (a) the quality of the resulting arti-
facts, the domain models, and how well they compared to 
a baseline model. The baseline model had previously been 
evaluated by domain experts as being a good representation 
of the domain [30]. The other dimension is (b) how the par-
ticipants experienced the analysis process through qualita-
tive analysis of a study diary and semi-structured interviews.

How these two aspects are separately evaluated is 
described in the following Sect. 4 for (a), and Sect. 5 for (b).

Fig. 4  Self-assessed competency of participants

Table 2  Demographic averages by group

Characteristic QDAcity Control

Sample size 5 4
Age 29.6 28
Gender 40% m 60% f 75% m 25% f
Work experience (years) 0.3 0.125
Competence in modeling 1.8 2.25
Competence in QDA 1.4 1.75
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As subject of the evaluation, three different artifacts 
were available to us:

– The resulting domain model artifacts (9 final artifacts 
and snapshots for every week)

– The 98 study diary entries from each work session
– The 40 semi-structured interviews

Our study resulted in a number of domain models pro-
duced by experiment participants and other artifacts such 
as descriptive statistics and QDA process measurements 
such as recall, precision, and f-measure. We assessed the 
resulting domain models using the evaluation criteria of 
completeness, consistency, and traceability. This enabled 
the comparison between the different methods followed 
by the two participant groups of the study.

Beyond the artifacts, we also evaluated the analysis and 
domain modeling process each participant followed. For 
this, we used interview analysis and diary study methods, 
where each participant would document their progress 
and challenges throughout the experiment.

Finally, we also focused on the internal validity of 
our study. We employed research methods such as peer 
debriefing, intercoder agreement, and triangulation 
of data, methods, and investigators. These practices 
ensured the rigor of our research method and the result-
ing findings.

For the summary of the above-mentioned evaluation 
strategy components, see Fig. 5.

4  Artifact evaluation

4.1  Evaluation method

Lindland et al. [32] established a widely adopted quality 
framework for conceptual models. They suggest an evalu-
ation using three dimensions: syntactic, semantic, and 
pragmatic quality.

Syntactic quality is how well the model conforms to 
the language; semantic quality is how well the model con-
forms to the domain; and pragmatic quality is how well the 
model conforms to its audience interpretation.

In the following list, we present how these dimensions 
are tied to model properties we test for evaluating the arti-
fact quality. 

(a) Syntactic quality
– Formal syntax (UML)

(b) Semantic quality

– Consistency
– Completeness

(c) Pragmatic quality

– Structuredness
– Comprehensible complexity

Fig. 5  Evaluation overview
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Syntactic correctness was evaluated by counting syntax 
errors regarding the UML specification. We expected that 
syntactic correctness would be ensured through the use of 
tool support in both groups, still an independent evaluation 
ensured that any discrepancies were documented.

To assess whether our objectives concerning the com-
pleteness and consistency of the resulting domain model 
have been met, we compared the results of both the experi-
mental and the control group with the expert solution.

We compared both groups against the expert model to 
discover whether any of the groups covered a larger set of 
significant domain concepts and relationships by measur-
ing recall. Recall is defined as the ratio of true positives to 
selected elements.

To determine whether any one group had a significant 
larger amount of potentially superfluous concepts, we evalu-
ated precision. Precision is defined as the ratio of true posi-
tives to relevant elements.

We also present the f-measure, which is the harmonic 
mean of both recall and precision.

Besides comparing the mean values of both groups and 
their standard deviation, we determined whether there was 
stochastic superiority in one of the groups. We compared 
the results of both groups using a Kruskal–Wallis one-way 
analysis of variance (ANOVA) on ranks [31], which for two 
samples is similar to a Wilcoxon test [49] in that it compares 
the ranks of values for each variable rather than the actual 
values.

The Kruskal–Wallis test [31] allows for a comparison of 
two or more groups. In this experiment, we compared just 
two groups, while adding another group of comparison con-
stitutes potential future work extending on the experiment 
presented here. The reason for choosing a nonparametric 
test was the small population of our sample. Normal distri-
bution of all relevant features of both our groups cannot be 
assumed. Using the Kruskal–Wallis H-test, we could test 
whether the probability distributions in all groups were sig-
nificantly different or not.

A key use-case for conceptual modeling in requirements 
engineering is improving the communication with stake-
holders who may not be trained in object oriented modeling. 
The lower complexity of the model is, therefore, beneficial 
to removing barriers to understand the model and use it as a 
shared basis of communication. We therefore evaluated the 
complexity of the generated model and our model solution 
and thus evaluated its pragmatic quality.

4.2  Results

We compared the resulting artifacts of each participant with 
the expert solution and counted the concepts that had an 
equivalence in the expert solution, as well as those that did 
not. With this comparison, we created equivalence classes 

of concept names which we consider synonyms for the same 
underlying constructs. For instance “Training”, “Training 
Course”, “Training Measure” and “Personnel Development 
Measure” were considered synonyms, and if either of these 
concepts existed, it scored a true positive. Another exam-
ple would be “Onboarding” and “New Employee Integra-
tion”. However, if the concepts were too abstract, they were 
not considered equivalent. For instance, a concept labeled 
“Documentation” was considered too broad to be consid-
ered equivalent to any of the more specific concepts “Target 
Agreement” or “Performance Target Agreement”.

The results of this comparison are shown in Table 3 for 
the control group and in Table 4 for the QDAcity group.

Comparing the two groups, it is apparent that, on aver-
age, the QDAcity group scored significantly higher in recall, 
while the control group scored marginally higher in pre-
cision. This suggests that participants using QDAcity-RE 
produced more detailed models overall. This is also reflected 
in the total number of concepts present in the models. The 
models in the control group contained, on average, only 
24.5 concepts, while for the QDAcity group, that number is 
almost double, with 48.8 on average.

While the number of concepts itself is not an indicator 
of quality, significantly reduced recall to a comprehensive 
model is indicative of that something might have been 
missed. On closer inspection of the results, there is no sin-
gle area that was missed consistently across participants, 
but the reduced recall was indeed due to important sub-
sets of the domain missing. While some models missed a 
detailed modeling of actors (i.e. “Supervisor”, “speciality 
department”, “finance department”, “work council”, etc.), 
others were missing methods of personal development 

Table 3  Artifact comparison with expert solution—Control Group

Participant Recall (%) Precision (%) F-measure (%)

Average 29.688 57.981 38.160
A1 41.667 58.824 48.780
A2 39.583 59.375 47.500
A3 16.667 47.059 24.615
A4 20.833 66.667 31.746

Table 4  Artifact comparison with expert solution—QDAcity Group

Participant Recall (%) Precision (%) F-measure (%)

Average 48.958 55.258 49.474
B1 66.667 47.059 55.172
B2 43.750 32.308 37.168
B3 43.750 58.333 50.000
B4 41.667 83.333 55.556
B5 56.250 52.941 54.545
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(i.e., “Mentoring”, “Coaching”, “External Training”, “Vir-
tual Training”, etc. ), and yet others were missing explicit 
modeling of competencies (i.e., “Method Competencies”, 
“Social Competencies”, “Professional Skill”, “Competency 
Profile”, etc.).

Some concepts frequently appeared in more detail across 
both groups or covered an area that was frequently men-
tioned in the interviews, which we did not include in our 
domain model for the purpose of avoiding idiosyncrasies of 
single companies. As an example of this, participant artifacts 
often included a concept for the tools used in the companies, 
like SAP, PeopleSoft, or Microsoft Excel.

The large deviation within the precision measurement in 
the QDAcity group, as shown in Fig. 6, is an artifact of dif-
ferent modeling styles more than of understanding of the 
domain. We come to this assumption because often, two 
participants had similar concepts in the code system, but 
some participants decided to model almost all codes as their 
own concepts, while others were more selective.

When comparing the data from the entry survey with 
the results in Tables 3 and 4, it becomes apparent, that 
there was no correlation of the self-assessment of com-
petency to the scoring with the final artifact. The best 
performer in the control group claimed no experience in 
either domain modeling or QDA. The pre-existing expe-
rience of an individual participant was less relevant for 

our analysis, since these effects seem to be offsets to the 
baseline of each participant, not affecting trends up- or 
downward.

4.2.1  Statistical evaluation

Figure  6 shows a boxplot of the precision, recall and 
f-measure [48] by group, and the descriptive statistics are 
also presented in tabular form in Table 5, where the col-
umn for f1 stands for f-measure (also called F1-Score).

The null and research hypotheses of our Kruskal–Wallis 
test are as follows:

The null hypothesis can be rejected if the H-value of the 
test is larger than a critical value for a given significance 
level �.

The hypotheses have to be evaluated for each of the 
measured variables.

The H-value is computed as follows:

with R
i
 being the sum of all ranks within group i, n

i
 is the 

number of valid results in group i, and n being the total num-
ber of samples in all groups. The aggregation of the rankings 
of each sample split across the two groups, as well as their 
mean, is shown in Table 6.

The test was run for each measured attribute, recall and 
precision, separately, so we might see results where for one 
of them the null hypothesis holds and for the other one it 
does not.

(1)H =
12

n(n + 1)

∑

i

R
2

i

n
i

− 3(n + 1)

Fig. 6  Boxplot of recall, precision and f-measure by group

Table 5  Descriptive statistics Measure QDAcity Control

Rec. Prec. f1 Rec. Prec. f1

Min. 41.7 32.3 37.2 16.7 47.1 24.6
Max. 66.7 83.3 55.6 41.7 66.7 48.8
Mean 50.4 54.8 50.5 29.7 58.0 38.1
Std.Dev 10.8 18.7 7.8 12.8 8.1 11.9
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With only two groups of samples, the degrees of freedom 
in our test is one.

The computed H-values and p values are presented in 
Table 7.

The �2 approximation for the critical value of H for a 
significance level of 0.05 and one degree of freedom is 3.84, 
which is smaller than the H-value for recall and equal to the 
H-value for the F-Measure in Table 7.

With an � of 0.05, the null hypothesis H
0
 can be rejected 

in favor of our research hypothesis H
1
 for the variables of 

F-Measure and Recall. Hence, we conclude that it is sto-
chastically better to pick a random participant using the 
QDAcity-RE method, than picking one using the control 
method. However, for the variable Precision, the test could 
not conclude a statistically significant difference on the ranks 
of the participants’ results.

This conforms with our observation that participants of 
the QDAcity group did produce models with about double 
the number of concepts, overall being more detailed. It is 
obvious that the more detailed two models become, the more 
room for difference in variation on these details arises. A 
portion of the false positive concepts modeled could have 
been avoided due to a better understanding of conceptual 
modeling by the participants.

5  Process evaluation

5.1  Evaluation method

To gain insight into the application of the method from a 
process perspective, we analyzed the diary study and fol-
lowed up in semi-structured interviews. The diary study 
helped us to gather data on the following properties of 
method application: efficiency of the method, the learning 

curve, and perception of how accurate the model represents 
all data as a subjective proxy for completeness. The inter-
views allowed us to follow up on any encountered problems 
and further allowed us to inquire about expected pain-points 
such as the context-switch between reading and modeling, 
and the employed strategies for ensuring consistency. We 
also used the interviews to analyze the utilization of the pro-
vided traceability, and the use cases when they were consid-
ered helpful.

While the interview outline changed over time, the ele-
ments of the diary remained constant throughout the study. 
Information given in the diary guided the line of questions 
in the interviews.

5.1.1  Diary study

Diary studies have been used in computer science and infor-
mation systems research to study a variety of phenomena 
such as the contribution to particular demographics to open 
source [13], or the activities of novice professional software 
developers [2].

Participant samples in diary studies are frequently below 
ten participants. This allows for an in depth analysis and 
opens up the possibility to triangulate data from the study 
diary with other forms of data, like observation [2], or inter-
views [1], adding method- and data-triangulation [25].

The study diary was conducted using an online form con-
taining 11 questions, in which participants were asked to 
answer after each work session. The form was composed of 
four sections: 

1. Base data on the session including time spent, tasks per-
formed, and goal of the session

2. Reflection on results including changes to the artifacts, 
novel insights, and a rating on the confidence in the 
results

3. Reflection on process including problems and challenges 
encountered, a rating of the success of the session and 
an explanation for the chosen rating

4. Additional comments

The ratings within the diary study were all on a seven-point 
Likert scale. Participants had to create a diary entry after 
every work session, leading to 98 entries throughout our 
experiment.

The diary study allowed us to track the same variable 
over time and better understand the learning curve of each 
method, giving our experiment a repeated-measure-design.

The results of the analysis of the study diary are presented 
in Sect. 5.2.1.

Table 6  Ranking for H-Test

Measure Sum of Ranks Mean Rank

QDAcity Control QDAcity Control

Recall 34.5 10.5 6.9 2.625
Precision 21.5 23.5 4.3 5.875
F-Measure 33 12 6.6 3

Table 7  Kruskal–Wallis H-Test results

Measurement H-value p value

Recall 5.507 0.0189
Precision 0.741 0.3893
F-Measure 3.84 0.05
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5.1.2  Interviews

We performed 38 in-person and two online interviews. The 
total of 40 individual interviews were conducted weekly. 
The interviews took between 30 and 90 minutes and the 
recordings were subsequently transcribed and coded using 
QDAcity.

To ensure that, the emerging codes were adequate for the 
analyzed data, and to add investigator triangulation [25] as a 
means of quality assurance, we performed three iterations of 
inter-rater reliability, involving three additional coders. The 
first two rounds were conducted after the first ten interviews 
had been coded by the first author. Through this process, 
definitions of many codes could be refined, the structure 
could be improved, and a few missing codes were added.

Due to the complexity of the code system, each inter-
coder focused only on a subset of codes. While the third 
author coded all codes under the category process→analysis 
process, the second and fourth author coded all codes under 
the categories process→challenges and process→strategies. 
During the first round of inter-rater reliability, five docu-
ments were considered, two from the QDAcity group, and 
three from the control group.

Inter-raters documented ten codes they considered miss-
ing, 15 suggestions for renaming and re-definition of codes, 
and two suggestions for re-categorizing, as well as three gen-
eral comments that impacted a common understanding of 
the code system in a shared document. After the first round 
concluded, each of the points were jointly discussed and 
resolved to represent a common interpretation of the data.

A second round of interrater-reliability was performed 
in immediate succession also on the data of the first two 
weeks of the study. Here, three new codes were suggested 
and one general comment was made. A third round was 
added after three quarters of the interviews had been coded. 
In this last round, four new codes were suggested, four 

candidates for re-defining codes, as well as one suggestion 
for re-categorizing.

A significant portion of the suggested new codes could be 
resolved through a discussion, since there existed a similar 
code in a different category that was not coded by the sug-
gesting intercoder. As a result of the discussions, a total of 
four codes were added, eight codes were renamed, 21 codes 
were redefined, and five were relocated.

The total number of codes and coding over time is shown 
in Fig. 7. While the number of codings in the project climbs 
linearly, the number of codes converges at around revision 
20.

The results of the analysis of the interview data are pre-
sented in Sect. 5.2.2.

5.1.3  Saturation

We configured QDAcity to calculate saturation throughout 
the qualitative analysis of the interview data. We measured 
saturation after each additional coded interview based on 
changes of the number of different types of user interactions 
with the data.

We operationalized saturation of our analysis based on 
suggestions of Francis et al. [20]. After an initial sample 
size of ten, we consider saturation reached when within 
the last three iterations, no significant changes occurred to 
our theory, manifested in changes to the code system. For 
this, we used logs of changes to our code system over time, 
which were categorized in additions of new codes, deletion 
of existing codes and relocation of codes, meaning changes 
to the hierarchy. With this information, we calculated the 
percentage of changes within the last three iterations com-
pared to all changes. The saturation data presented here were 
documented automatically by QDAcity, which we used for 
our analysis.

The results of the saturation measurement are presented 
in Sect. 5.2.3.

5.2  Process evaluation results

While the comparison of the artifacts gave us some insight 
into the output of the method, we also were interested in the 
experience of the participants when applying the method, 
and what challenges they faced. A focus with both the diary 
study and the interviews were also on investigating changes 
over time. Significant changes in the answers given in the 
diary were picked up in the interviews and induced changes 
to the interview guideline, while the questions in the diary 
remained constant.

We distinguish quotes presented in this section only by 
group, not by participant. Quotes marked with an [A] were 
made by a participant of the control group, while those 

Fig. 7  Number of codes and codings
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marked with a [B] were made by a participant of the QDAc-
ity group.

We present the main results of the study diary in 
Sect. 5.2.1 and the results from the interview analysis in 
Sect. 5.2.2.

5.2.1  Study diary

Our participants made 98 diary entries in total.
The evaluation of the participants’ self-assessment of the 

success of the work session is presented in Fig. 8, and the 
self-assessment of the confidence in the resulting artifacts 
is shown in Fig. 9.

The rating of the success of the session remained in a 
short range around the neutral mark for both groups. How-
ever, there are small differences in week two and four, 
where the qualitative data we gathered offer some explana-
tion. In week two, the average rating in the control group 
went up, while that in the QDAcity group went down. Our 

explanation for this observation is that while the participants 
in the control group started to get familiar with categories 
in the provided template, participants in the QDAcity group 
struggled creating a structure in their code system, because 
it was more reliant on them finding good categories of their 
own. On top of being unsure how to categorize, the coding 
paradigm which does provide some structure, was mostly 
perceived as an additional burden or confusing at this stage 
in the study.

It became apparent in the first round of interviews that 
some participants were not aware that they should apply it, 
or how to apply it. Then, in the diary entries from the second 
week, quotes like the following were a common theme:

A problem during this session was that I was some-
times unsure to which category regarding the coding 
paradigm the codes belong to. [B]

Fig. 8  Self-assessment of session success

Fig. 9  Self-assessment in confidence in results

Fig. 10  Average length of work session

Fig. 11  Total time spent by participants
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Two other categories of problems more frequently men-
tioned in week two were inexperience with UML and 
tooling-related issues. Both of which were reported by 
both groups. Other method-specific reasons given from the 
QDAcity group were challenges with the code granularity 
and the creation of good categories, and especially that the 
latter could consume “endless hours”.

The situation then turned around in week four, as partici-
pants became more acquainted with the method over time. 
Our interpretation of this observation is a confirmation of 
our expectation that our method requires a significant effort 
to be learned, which seems to pay out over a longer period 
of time. The fact that this could be observed, and was con-
firmed by participants within the interviews, within the 
relatively short time of the experiment is encouraging. The 
disadvantage in the second week was, hence, turned into a 
small advantage in the fourth week.

The evaluation of the diary showed significant differences 
in the average length of the session as shown in Fig. 10. 
While participants in the QDAcity group spent around two 
hours per session consistently throughout the study, partici-
pants of the control group spent, on average, more than twice 
as long in each session. The total time expended for the 
study was also significantly higher for the control group, as 
shown in Fig. 11.

Both groups also steadily increased their total hours 
spent on the analysis per week, with the gap between the 
two groups widening.

The overall increase in effort within both groups was 
expected, since the consolidation of all evidence in a single 
intermediate artifact, be it the code system or the mind map, 
requires additional effort. In the QDAcity-RE method, this 
is codified as the constant comparison paradigm, but the 
control group method enforced the consistency between all 
interviews just the same. In fact, in our analysis, the code 
process→challenges→ consistency between interviews was 
applied frequently and equally across both groups, 33 times 
in the QDAcity group, 32 times in the control group.

What we expected, but did not observe, was a spike in 
time expended in week one due to familiarization with the 
novel methods and tools. The study diaries do show, that the 
purpose of many of the initial work sessions had a defined 
goal of setting everything up, understanding the tools and 
understanding the notation and the templates.

While the gap between the two groups regarding the 
total effort expended per participant was fairly small in the 
beginning with a 1.2 hour difference, this gap in favor of 
the QDAcity group widened throughout the study up to an 
astonishing 5.7 hour difference for the average participant. 
The hypothesis generated by this observation is that this dif-
ference may, in part, be caused by the fact that the frequency 
at which switching between the different tools is required 
increases exponentially with number of nodes in the mind 

map. This problem may be exacerbated by the limitation of a 
maximum of seven colors being assigned as reading purpose 
at any given time. Hence, with a growing number of nodes 
as potential reading purpose, the changing and re-using of 
colors becomes ever more frequent.

Switching between the tools is an overhead not required 
in the QDAcity group. Furthermore, through the reuse of 
colors, information that may be visible on first glance in 
QDAcity may only be revealed by documenting the name of 
the assigned node in the comment within Mendeley, rather 
than just relying on the color.

Analyzing the noted challenges over time, it was also 
apparent and unsurprising that the problem of restructuring 
the code system and creating subcategories weighed increas-
ingly heavy on participants.

In the final week, the challenges related mostly to finding 
good names for the already existing code system that unify 
the information with distinct but related vocabulary in all 
interviews.

5.2.2  Participant interviews

Participants frequently mentioned possibilities for extension 
of the QDAcity-RE method to include other artifacts such as 
process models and use case diagrams.

While the process of deriving models from the annota-
tions was generally perceived as useful, most of the issues 
our participants encountered were less method related, but 
more focused on tooling limitations.

One participant of the control group summarized the 
experience as follows:

[I] think the big constraint in the whole experiment, if 
I was to summarize it, was not the model [mind map 
template] but definitely the tools that I used. [A]

This was reflected in our coding of the interviews, with tool-
ing problems being one of the most frequently coded codes 
in the category process→challenges across both groups. 
There emerged total of ten subcategories with six being spe-
cific to the control group, one specific to the QDAcity group 
and three independent of the groups, such as tool restricting 
method application and accidental changes. The code tool 
restricting method application was coded 21 times in nine 
separate interviews, and while it was not a method specific 
code, it only occurred exclusively in interviews with all par-
ticipants of the control group.

One related reason why the QDAcity group seems to be 
less affected by the increased effort of keeping consistency 
between all interviews might be the more tight integration 
between model and text though a single tool. This allowed 
for more frequent switching back and forth between assign-
ing codes and modeling concepts and their relationships. 
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In fact, one participant from the QDAcity group told us the 
following in their last interview:

The process is very, very fluent, how I decided to 
assign the codes and so on. [...] It was quite easy for 
me this time, and I realized also that it did not take so 
much time compared to the beginning. [B]

They then went on to describe that their focus shifted to bet-
ter definitions of codes, and general clean-up work before 
the conclusion of the study, which in the end did consume 
more time, explaining the spike in time spent for week four 
in the QDAcity group (Fig. 11).

Comparing the context switch required between reading 
and modeling, there was a significant difference in percep-
tion between the two groups. While the switching back and 
forth between model and text was mostly described as easy 
by the QDAcity group, several participants of the control 
group told us they employed workarounds for minimizing 
the number of times a switch between the different tools was 
required. One code that was more frequently applied in inter-
views with the control group than in interviews was annotat-
ing broad concepts first. This code had a 49.28% overlap in 
coded text with the code context switch: reading/modeling. 
The close relationship of these two codes suggests that the 
practice of focusing on broader concepts was employed as a 
means to ease the burden of the context switch particularly 
in the control group. This also may be one factor contribut-
ing to significantly lower recall value of the control group 
due to the less detailed models.

The second context switch, when going from the inter-
mediate artifact (code system or mind map) to the UML 
model, was consistently postponed to the end of each work 
session in the control group. We could observe that while 
in the beginning, participants in the QDAcity group also 
postponed the UML modeling to the end, after getting more 
acquainted with the tool, there was a shift toward more 

intertwined reading, coding and UML modeling. One par-
ticipant of the QDAcity group told us the following already 
after the second week:

In contrast to the first interview, I already also did that 
UML part directly from the beginning on. Not after my 
full coding process, instead in parallel to my coding 
process that was definitely easier for me in order to 
fulfill a good UML model [B]

The interviews provided interesting insight on how the 
provided traceability was utilized. Both methods forced 
the participants to document traces from all entities in 
the model to evidence in the original data in the form of 
text segments. All participants made frequent use of these, 
and described them as helpful in particular to ensure, that 
among the evidence for each element there were no unre-
solved conflicts. Participants also used the overview of 
textual sources when modeling relationships and to refresh 
their understanding of a concept, rather than relying purely 
on an often very abstract definition.

Some participants of the QDAcity group also described, 
that while they were in the UML modeler, they were occa-
sionally inspired to go back to the text data to look for 
evidence of concepts and relationships that became appar-
ent to be missing more easily in the graphical view of the 
model. The ease of going back and forth was described 
as helpful in these instances. Participants also frequently 
checked a list of coded text segments available from inside 
the UML editor.

Since in the control group, the UML editor was a non-
connected third party application in addition to MindMeister 
and Mendeley, this information was not integrated into the 
modeler. Yet still, participants described they found it useful 
to check up on a corresponding mind map node to a concept 
in question and look up the list of associated text segments 
there.

Fig. 12  Saturation over time
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Despite the confidence rating on the resulting artifacts in 
the study diary only moved up slightly during the study, the 
qualitative feedback in the interviews suggests a significant 
change in attitude toward the final artifact. The following 
quote is representative of many participants’ feelings in the 
first week:

I made a UML for interview one, which was, I was not 
happy with it because, at interview one I was kind of 
like, “I have no idea what’s happening”, and stuff. [A]

This completely changed toward the end of the study, lead-
ing to quotes like the following, indicating that participants 
of both groups started to feel more confident that their mod-
els are a good and stable representation of the domain:

For the sixth interview, there’s just small modifica-
tion, just add one more thing, one more class in the 
UML diagram, so I think if there’s more interviews, I 
assume that there not be any large modification, just 
some minor change or in-depth new knowledge. [A]

5.2.3  Saturation

The saturation based on all changes, as well as the three 
categories of changes, are presented in Fig. 12. After ten 
iterations, we have reached a saturation of 72.85%, while in 
the final iteration, the value reached 99.33% with just one 
new code and one change to the hierarchy in the last three 
iterations.

The most significant restructuring happened with the 
analysis of the interviews from the second week of the 
experiment. At this time, participants could reflect on what 
they have learned from the first week and things that they 
changed to keep their models consistent with the information 
gathered from more than one expert.

6  Discussion

Strategic reading and QDAcity-RE both draw on the idea 
that besides creating a documentation artifact, the process of 
annotation also improves the comprehension of the analyzed 
text [36, 37, 39]. The integration of documentation as a side 
product of the analysis process worked in both cases.

Comparing the two methods, however, we found strong 
evidence supporting an answer to RQ1, that QDAcity-RE 
indeed creates more complete and consistent models of the 
domain, as compared to the method based on strategic read-
ing, as measured through information retrieval metrics based 
on a baseline model.

Addressing RQ 2 about traceability, we found that traces 
helped both groups when modeling relationships between 
concepts. After finishing an initial model based on the 

short-term memory of analyzing a particular interview, 
participants double-checked if any relationships to codes 
that may not have been present in the last interview were 
missed. Some participants reported that they used the traces 
instead of their own definitions they were required to docu-
ment with each concept. While we believe this practice may 
have worked well in our small example, to the point where 
it could substitute writing definitions, it would not in a pro-
ject where each element is linked to many more instances. 
Participants in the QDAcity group tended to use the traces 
more frequently because the evidence for each concept could 
be displayed within the UML editor.

One aspect that, according to our findings, needs some 
re-evaluation is the aspect of the coding paradigm as one 
of the elements that were deemed to guide the analysis, and 
the creation of new codes. Although this was sometimes the 
case, the evidence for this aspect being perceived as confus-
ing is significantly larger, both in the study diary and in the 
interviews.

Similar complaints were also sometimes mentioned 
with regard to the explicate problem template in the mind 
map. However, participants still consistently adhered to it, 
whereas in QDAcity, the coding paradigm was frequently 
brushed aside to deal with at another point in time. Whether 
this means that the use of the coding paradigm should be 
more enforced or adapted to be more low-key is unclear. 
We did gather sporadic evidence that participants identified 
gaps in the code system when actively thinking about which 
dimensions are already covered and which are not.

We focused our research presented in this paper on pro-
viding a clear picture of one important fragment of our 
method, the analysis phase using interviews. We acknowl-
edge that this is just one of many aspects. Gaining high 
rigor of the experimental methodology, abstractions from 
reality were deemed a worthy trade-off. However, it has to 
be acknowledged that the data sampling and data gathering 
play a huge role, which were not examined in this study. The 
appropriateness for other types of material also remained out 
of scope, however, we have previously used our method in 
more realistic settings with a larger variety of input mate-
rial [30].

7  Limitations

Within this study, we only evaluated the analysis phase of 
QDAcity-RE. Iterative data gathering and analysis is an 
important cornerstone of QDAcity-RE and should be further 
evaluated in detail. We attribute the successful application 
of QDAcity-RE in our exploratory studies [30] in part to the 
iterative execution of all of these phases. Our solution of 
only focusing on the analysis phase in this experiment makes 
the results more easily comparable, because they were all 
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based on the same data, disregarding the ability of each par-
ticipant to conduct interviews. Thus, we believe it led to 
more reliable results. We included an iterative aspect into 
our test by not giving participants access to all source data 
right away, they were not able to let their sampling strategy 
be guided by theoretical sampling.

To avoid carryover effects, we chose a between-subject 
design. This raises a concern about the homogeneity of the 
sample to make the groups comparable. However, we believe 
a within-subject design would have had stronger negative 
impact on any results than any inevitable difference in the 
characteristics of two groups when careful consideration of 
obvious confounding factors was exercised. Even though 
our population was small, we believe they are homogene-
ous enough to produce valid results.

The statistical generalizability of our study to a larger 
population is limited by our small sample size of n=9. We 
made use of the limited sample size, which was due to con-
straints out of our control, by triangulating with, and focus-
ing on, the qualitative data gathered through the interviews 
and the study diary. We, therefore, gathered an in-depth 
insight into the experience rather than just relying on a sta-
tistical evaluation of the resulting artifacts. We present both 
types of evaluation, which in many instances complement 
and support each other.

Further, the theoretical generalizability of our results to 
situations outside of our test-environment is impacted by the 
following considerations.

– Students’ lack of experience in domain modeling calls 
the transferability of the results to professional require-
ments engineers in question.

– The scope of the project with data sources from four 
stakeholders is very small compared to most real-life pro-
jects. And the types of data were restricted to interview 
transcriptions.

The lack of experience was also a positive in that it allowed 
us to better analyze the learning curve for novice analysts. 
The psychological effects of participants’ self-assessment 
varying independently of modeling success can be partly 
attributed to lack of experience and was mitigated by having 
a particular focus on changes over time and aggregate values 
across each group.

Using students in software engineering experiments, even 
though it is a commonly done, has been criticized for mak-
ing the transferability of the results to professionals inappro-
priate, and thus lowering the external validity of the research 
[16, 42]. However, as Tichy points out, student experiments 
should be considered a prerequisite to performing experi-
ments with professionals. They can also be indicative of a 
trend, regardless of the magnitude of the observed differ-
ences which is most likely to differ with professionals [46].

As pointed out by one of the participants, a consider-
able limitation is also related to the tool support for both 
methods. They are similar in that they are tool-supported, 
but both solutions had tooling issues. While the individ-
ual components in the control group with Mendeley and 
MindMeister mostly worked reliably since they are com-
mercial products, they were not designed for the specific 
use case, and the Chrome plug-in connecting the two had 
its own issues. QDAcity forgoes some of the problems that 
the re-purposing of existing tools brings with it, but in itself 
is not yet a commercially viable product, and participants 
sometimes struggled with an unpolished user experience and 
some bugs.

A natural limitation of any experiment of this type is the 
artificial nature of the setup, which was further restricted to 
include only the analysis phase of the method, and excluded 
data gathering. We see the need for further validation includ-
ing the full process of data gathering and analysis in a case 
study context. Besides being able to cover the complete pro-
cess, the more natural setting would yield higher external 
validity than our experiment in an abstracted environment. 
In a case study setup, however, a detailed comparison with a 
different method across multiple independent analysts using 
the same data would not have been possible. Our experiment 
was able to provide this comparison.

8  Conclusion

We present an experimental evaluation of our novel method 
for conceptual domain modeling, QDAcity-RE, comparing 
it to a control group using a method for conceptual modeling 
with a similar level of traceability.

Our results show that both groups experienced value in 
being able to link quotes in expert interviews with model 
elements either through a code system or a mind map. Both 
groups also shared the experience of the detailed analysis 
and documentation requirements requiring significant effort. 
However, despite this feeling being prevalent in both groups, 
the quantitative evaluation shows a significant difference in 
the time expended for the analysis. The average participant 
in the QDAcity group was almost twice as fast than in the 
control group, needing only 56.79% of the time the average 
participant in the control group needed.

We explain part of this discrepancy through the tighter 
integration of reading and modeling in one tool. Both groups 
described significant tooling problems, however, the combi-
nation of different tools in the control group was particularly 
mentioned as burdensome and participants were develop-
ing strategies for switching less between the texts and the 
models.

Despite the significantly lower effort, the average recall 
and f-measure were significantly higher in the QDAcity 
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group. Precision was, on average, slightly lower. The dif-
ference for recall and f-measure was evaluated as being sta-
tistically significant with an � of 0.05. The difference for 
precision was evaluated as not statistically significant.

The models created with the QDAcity tool using the 
QDAcity-RE method were generally more detailed, mani-
festing in a larger number of concepts, and leading to the 
increased recall measurement. Some of the detail in the 
number of concepts, however, was arguably due to inexpe-
rience with conceptual modeling with UML, because even 
minor attributes of concepts were sometimes modeled as 
their own concept, for example “Location” or “Time”.

The number of nine participants in our experiment 
makes generalization to a larger population difficult. 
But we gathered in-depth data, on the experience of the 
participants which revealed some significantly differing 
themes in the 40 semi-structured interviews we analyzed, 
as well as in the study diary the participants kept. Also, the 
characteristics of the models in the QDAcity group being 
more detailed throughout the experiment population were 
significant.

Even though the learning curve of getting acquainted with 
and applying the method was frequently mentioned through-
out the study, the changes in sentiment over time even within 
a short time span of four weeks were encouraging. Still, we 
conclude a confirmation of our previously held assumption 
that both our method and the control group method are more 
suited to projects that are longer running or require a lot of 
collaboration in which a more detailed and traceable docu-
mentation is particularly helpful.
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