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Abstract
Inner source refers to the application of open source development principles within corpo-
rate environments. Essentially, it involves embracing open collaboration and contribution
without necessarily developing open source software. One fundamental concept borrowed
from open source development is the practice of opening software projects to external contri-
butions. In the realm of inner source, these contributions usually originate from developers
engaged in other projects or working in different organizational units. This collaborative ap-
proach yields mutual benefits through joint software development.

However, these inner source contributions often cross organizational and legal boundaries,
significantly impacting a wide range of business processes. These effects extend beyond soft-
ware development and affect strategic and operational functions across various departments,
includingmanagement, accounting, and even taxation. Currently, these processes are not har-
monized with the inner source way of intellectual property flow within the company. This
misalignment can lead to mismanagement and even profit shifting. The primary objective of
this dissertation is to address these challenges by making three consecutive contributions:

First, we conducted a systematic literature review, combined with thematic analysis, to as-
sess the current state of inner source measurement and its impact on various business pro-
cesses. This qualitative data analysis categorizes a range of approaches and evaluates their suit-
ability for application within the inner source domain.

Second, building on the insights derived from our systematic literature review, we devel-
oped an inner source researchmodel. Thismodel serves as a foundation, providing researchers
with a unified framework for advancing towardmore precise and comprehensive inner source
measurement. It, in turn, enables the development of future tools and techniques and facili-
tates the creation of metrics tailored to inner source management, aligning existing business
processes with the inner source paradigm.

Third, we have implemented a first algorithm for the financial assessment of inner source
contributions. This algorithm estimates the time invested in code contributions by individ-
ual contributors or departments. These estimations, in turn, enable cost calculations that can
be applied to business processes affected by inner source, such as tax contribution assessments.

Lastly,we consolidate individual contributions, clarify thematic connections, integrate out-
side research, and explore future prospects. In summary, this dissertation lays the theoretical
groundwork for the financial evaluation of inner source contributions. It offers guidance
to researchers on conducting measurement-related inner source research and provides prac-
titioners with insights into the development of inner source metrics and tools. Furthermore,
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this dissertation introduces an initial algorithm, practically evaluated for its usability in con-
ducting cost calculations within the inner source domain.
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Zusammenfassung
Inner Source ist die Anwendung von Open-Source Prinzipien innerhalb von Unternehmen.
Im Wesentlichen werden die Prinzipien der offenen Zusammenarbeit genutzt, ohne tatsäch-
lichOpen-Source-Software zu entwickeln. Ein grundlegendesKonzept aus derOpen-Source-
Entwicklung ist die Praxis, Softwareprojekte für externe Beiträge zu öffnen. Im Inner Source
Bereich stammen diese Beiträge vonEntwicklern, die an anderen Projekten beteiligt sind oder
in verschiedenen Organisationsbereichen sitzen. Dieser kollaborative Ansatz führt durch die
gemeinsame Entwicklung von Software zu gemeinsamen Vorteilen.

Allerdings überschreiten diese Inner Source Beiträge oft organisatorische und rechtliche
Grenzen. Dieses Prinzip beeinflusst maßgeblich einen weiten Bereich von Geschäftsprozes-
sen, der über die Softwareentwicklung selbst hinausgeht und sich auf strategische und oper-
ative Funktionen erstreckt, einschließlichManagement, Buchhaltung und dem Steuerwesen.
Derzeit sind diese Prozesse nicht im Einklang mit der Inner Source Art des IP-Flusses inner-
halb des Unternehmens. Diese Abweichung kann zu Fehlmanagement und sogar Gewinn-
verschiebungen führen. Das Ziel dieser Dissertation ist es, diesen Herausforderungen durch
drei aufeinanderfolgende Beiträge zu begegnen:

Erstens führten wir eine systematische Literaturanalyse in Verbindung mit einer thema-
tischen Analyse durch, um den aktuellen Stand der Inner Source Messung und deren Aus-
wirkungen auf verschiedene Geschäftsprozesse zu ermitteln. Diese qualitative Datenanalyse
kategorisiert eine Reihe von Ansätzen und bewertet deren Eignung für die Anwendung im
Bereich Inner Source.

Zweitens bauen wir auf den Erkenntnissen unserer systematischen Literaturanalyse ein
Forschungsmodell für Inner Source Messung auf. Dieses Modell dient als Grundlage und
bietet den Forschern einen einheitlichen Rahmen für die Entwicklung einer genaueren und
umfassenderenMessung von Inner Source Entwicklung. Dadurch wird eine Vielzahl zukün-
ftiger Werkzeuge und Techniken ermöglicht. Darüber hinaus wird die Erstellung von Kenn-
zahlen, die auf das Inner Source Management zugeschnitten sind, und die Anpassung beste-
hender Geschäftsprozesse an das Inner Source Paradigma erleichtert.

Drittens haben wir einen ersten Algorithmus für die finanzielle Bewertung von Beiträgen
im Inner Source implementiert. Dieser Algorithmus schätzt die Zeit, die inCodebeiträge von
einzelnen Entwicklern oder Abteilungen investiert wird. Diese Schätzungen ermöglichen
wiederum Kostenberechnungen, die auf von Inner Source betroffene Prozesse angewendet
werden können, wie z. B. Berechnung von Steuerbeiträgen.

Schließlichkonsolidierenwir die individuellenBeiträgeundklären thematischeVerbindun-
gen sowie die Integration externer Forschung und zukünftiger Beiträge. Zusammenfassend
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legt diese Dissertation die theoretische Grundlage für die finanzielle Bewertung von Inner
Source Beiträgen fest. Sie bietet Forschern eine Grundlage zur Durchführung von Inner
Source Forschung im Bereich derMessung und gibt Praktikern Einblicke in die Entwicklung
von Inner SourceMetriken und -Tools. Darüber hinaus führt diese Dissertation einen ersten
Algorithmus ein, der praktisch auf seine Verwendbarkeit bei der Durchführung von Kosten-
berechnungen im Inner Source Bereich evaluiert wurde.
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1
Introduction

Collaborating across international and organizational boundaries is increasingly common in

modern software development, particularly within large companies. This not only includes

project-specific collaborations but also organization-wide programs [17], such as platform

development [52]. Over the last decade, the practice of software developers collaborating

across legal boundaries has been recognized as inner source [56].

In the context of inner source, the freedom to contribute to previously unassigned projects

in a self-organized manner is a key benefit [53]. As software development grows more com-

plex, inner source is becoming increasingly common in both tech and non-tech companies.

A survey conducted by the InnerSource Commons[1], an organization that facilitates com-

munication and knowledge sharing between companies implementing inner source, revealed

that 37.8% of respondents were from the technology sector. The majority of respondents

represented other sectors such as healthcare, financial services, or retail.

The increasing complexity in software development and the growing application of inner

source are also influencing various business processes. This is primarily due to contributions,
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such as software code, moving between different legal and tax boundaries [12]. For instance,

within the domain of taxation, any intellectual property (IP) flow between two legally depen-

dent entities (e.g. within a holding company) must be treated as if it were conducted between

external, independent actors [50]. This principle is commonly referred to as the arm’s length

principle [50]. Consequently, inner source contributions that cross legal boundaries must

also adhere to this principle. This creates tax obligations that pose a significant challenge.

Calculating the value of the IP, commonly known as the transfer price [47], is complex. The

Organisation for Economic Co-operation and Development (OECD) has established several

international guidelines for calculating the transfer price [47]. However, these guidelines are

not easily applicable to digital business models, there are many complications for software

development [46] that also apply to inner source [12].

With inner source, the calculation of transfer prices is getting increasingly inaccurate [12].

That impacts not only external stakeholders but also internal processes, workflows, and deci-

sion models. One important example are managerial decisions, for which first inner source

applicablemodelswere alreadydesigned [31]. Furthermore, the reduced collaborationbound-

aries in inner source pose a challenge for middle managers who often lack of buy-in due to

their fear of loosing their performance goals [52, 1].

This dissertation addresses which business processes are influenced by inner source and

proposes effective strategies for their management.

Business processes that do not fit to inner source have in common that there is currently

no sufficient way how to financially assess cross-boundary collaboration. As this dissertation

will demonstrate, there are only few existing tools and techniques for measuring inner source.

Even fewer are suitable for economic assessments within businesses and their processes. It is

unclear how to consistently assess IP related to inner source for various financial andmanage-

rial assessment processes. Additionally, the specific prerequisites and data structures necessary

to facilitate a comprehensive assessment of different IP flows are not well defined.

This dissertation will extensively explore the current state of tools and techniques for mea-
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suring inner source. We will also show their applicability to various business processes influ-

enced by inner source. Moreover, this thesis aims to address the need for improved software

development measurement across a wide range of business processes. The overarching goal

is to enhance business processes and related decision-making affected by cross-organizational

collaboration in software development.

To achieve this goal, the dissertation’s outline is as follows: Section 2 provides additional

context about the current state of the art of inner source and its impact on related business

processes. Section 3 outlines the goals of the thesis and the overall dissertation concept in de-

tail. Section 4 offers an overview of the different methods employed to achieve these goals.

Section 5 presents the results of the individual research papers that constitute the cumulative

dissertation. That includes the outcomes of a systematic literature review, an inner source

researchmodel, and an algorithm for estimating the time spent on code contributions, which

can be used for cost calculation processes. Section 6 examines how the different aspects pre-

sented in the results section complement each other and discusses their integration within

external and future research. Lastly, Section 7 concludes the thesis.
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2
State of the art

In the inner source domain, various topics have already been extensively researched. Several

research articles since 2010 defined inner source and its underlying principles [56, 17, 27, 43].

A systematic review conducted by Edison et al. [27] revealed that a majority of inner source

research focuses on theory (43.24%), lessons learned (13.51%), and frameworks (13.51%). Ac-

cording to their review, the bulk of previous and ongoing research looks into the fundamental

theoretical aspects of inner source governance, motivations, benefits, and challenges. Efforts

have been directed towards fostering collaboration and breaking down internal barriers, es-

pecially regarding communication. However, the review by Edison et al. [27] indicates that

only a minority of studies developed their own models (8.11%) or tools (10.81%). Notably,

most of the research in the domain of inner source is of qualitative nature.

Recent research confirmed the benefits of implementing inner source. Companies, for in-

stance, leveraged inner source to enhance their efficiency (e.g., achieving faster time-to-market,

reducing costs), promote code reuse, improve employee motivation, and overcome organiza-

tional boundaries [17]. Overall, inner source facilitates improved knowledge management
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and sharing capabilities [27].

Nevertheless, various challenges persist within the inner source domain. For example, the

optimal management of knowledge in inner source is yet to be realized [27], which shows

in the inadequate documentation for many inner source projects [56]. These challenges, as

identified by Edison et al. [27], are connected to cultural issues within companies, such as

resistance to change [40, 45, 18] and the need to motivate individuals to expand their exper-

tise beyond their specific domains [43]. Additionally, concerns related to the security and

transparency of internal code sharing persist among developers [27].

Furthermore, there are several non-social and non-cultural challenges associated with the

general management of inner source [27]. These include the necessity to provide clear im-

plementation guidelines to individuals [26] and the lack of effective measurement and assess-

ment methods for inner source initiatives [16, 12, 14, 13]. This thesis, in particular, aims to

contribute to the resolution of the latter issue.

In the domain of inner source measurement, limited research has been conducted beyond

the scope of this thesis. Notably, Edison et al. [27] highlighted existing measurements and

metrics of inner source. Their analysis revealed that themajority of research focused on quan-

tifying the number of inner source projects [22, 53] or tracking the volume of contributions

[39, 59]. A more comprehensive model was introduced by Capraro et al. [16], who devel-

oped a method for measuring the flow of contributions across different organizational units

within inner source. Furthermore, Hirsch and Riehle [31] developed initial models and met-

rics for inner source management accounting and decision-making. However, the existing

literature lacks extensivemetrics for evaluating inner source, particularly from the perspective

of business processes, a crucial aspect for the success of inner source initiatives.

In the broader context of business processes, well-establishedmethodologies andmodels ex-

ist. Notably, the OECD extensively describes several methods for calculating transfer prices,

commonly employed by its member states [47, 60]. In their research, the OECD acknowl-

edged the risk of profit shifting due to digital business models and international software de-
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velopment, which current models fail to address adequately [46, 41, 12]. This thesis aims to

propose metrics to address these challenges.

Additionally, well-defined business processes in accounting andmanagement exist, includ-

ing principles for cost calculation [6] and fundamental accounting principles in general [58].

Within the accounting domain, certain approaches demonstrate how established models can

be adapted to collaborative development, such as platform development [37, 42].

This thesis, alongside related research forming this cumulative dissertation, offers a com-

prehensive analysis of the current state of inner source research, particularly focusing on its

measurement, evaluation, and the associated business processes. The insights emphasize that

in-depth exploration of inner source measurement for addressing business challenges can sig-

nificantly improve the adoption of inner source. Subsequently, the efficiency of software

development within companies can be enhanced.
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3
Aim of the Thesis

Before presenting the appliedmethods and results of this dissertation, we first outline the key

issues we seek to address. This section begins by introducing the central research question

guiding the thesis. Additionally, it outlines the goals and aspects that are outside the scope of

this work. Additionally, we have a look at the concept of the following sections.

3.1 Goals and Research Question

Previous sections highlighted the lack of research in the domain of inner sourcemeasurement,

especially concerning the assessment of its impact on business processes. Consequently, this

dissertation answers the following research question:

RQ: How can inner source software development be quantified for use within business processes?

The dissertation answers the research question by looking into different problems that are

solved by research papers from which the thesis is composed of. Those play an important
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part in answering the overall research question. Following the research question and problem

motivation we derived the following goals of this thesis:

• Identify the current state of research on the influence of inner source on business pro-

cesses.

• Survey existing tools and techniques for evaluating software development efforts, par-

ticularly within the context of inner source.

• Determine how these tools and techniques can enhance business processes affected by

inner source.

• Construct a comprehensive research model to facilitate a unified understanding of fu-

ture research requirements in the domain of inner source quantification.

• Develop an initial algorithm for assessing inner source efforts that can be utilized for

cost calculations within business processes.

• Provide a perspective on how the various insights merge and expand in current and

future research.

The primary aim of this dissertation is to establish foundational knowledge for future re-

search rather than to develop a comprehensive guide on the integration of the measured as-

pects into various affected business processes. The focus remains on preparing the data and

facilitating the creation of metrics and models. We emphasize a technical perspective rather

than providing a business process management and integration guide.

Moreover, it should be noted that this dissertation does not aim to introduce newprocesses,

such as novel transfer pricing methods. Instead, it identifies areas within the measured do-

mains where current processes are unsuitable for inner source applications, laying the ground-

work for future research to develop new processes.
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In addition, the scope of this work is focused on themeasurement and financial assessment

of inner source, rather than an exploration of inner source governance. Given that some af-

fected business processes, particularly those related to taxation, rely on reproducible and trans-

parent algorithms, the primary focus within the inner source measurement domain does not

involve the application of (black box) machine learning approaches. Recognizing that inner

source fosters high-frequency contributions, we also seek to enable automated solutions with

minimal manual intervention.

3.2 Dissertation Concept

The structure of the dissertation involves two key aspects:

First, the key findings and insights generated by this dissertation as well as related papers

are presented (Section 5). These findings serve as the foundation for the cumulative disserta-

tion. The research papers are organized in a logical sequence, with the initial articles laying

the groundwork for subsequent research. The presentation begins with the fundamentals of

literature and ends in the demonstration of an algorithmdesigned to achieve the dissertation’s

objectives. Consequently, a bottom-up approach is adopted, facilitating the development of

further inner source measurement algorithms, metrics, and models.

Second, the interconnections between the individual results and research papers are ana-

lyzed (Section 6). This includes an examination of their integration with external research

and how future research can leverage the insights presented in this work.

Table 3.1 provides an overview of the three main papers contributing to this thesis. It out-

lines the sections where the respective methods are described and offers a short summary of

the contents, alongwith the corresponding sectionswhere the content is extensively discussed.

Notably, two of the papers, the systematic literature analysis [14] and the researchmodel [13],

are based on the same two methods.

The first paper (Buchner andRiehle [14]) lays the groundwork for subsequent research by

conducting a survey of existing literature on inner source. This survey explores its impact on
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Methodology Results
Paper Name Section Content Section

[14] - Kitchenham [36]:
Systematic Literature Review
- Braun &Clarke [10]:
Thematic Analysis

4.1.1

4.1.2

- Influence of inner source on
business processes
- Current tools and tech-
niques of measuring inner
source

5.1

[13] - Research model on inner
source measurement

5.2

[12] - Peffers et al. [49]:
Design Science

4.2 - An algorithm for work time
based cost calculation in in-
ner source

5.3

Table 3.1: Method and Results Overview

business processes, as well as the identification of tools and techniques suitable for measuring

software development effort. Our approach combined the methodology of systematic liter-

ature review by Kitchenham [36] and thematic analysis by Braun and Clarke [10]. Detailed

descriptions of thesemethods are available in Section 4.1. The results are presented in Section

5.1.

The second paper (Buchner and Riehle [13]) introduces a research model built upon in-

sights derived from the systematic literature review and thematic analysis. This publication

consolidates various perspectives, notably demonstrating the compatibility of the computa-

tional and business process perspectives, thereby fostering enhanced inner source adoption.

The results of this paper are explained in Section 5.2.

Subsequently, the third paper (Buchner and Riehle [12]) introduces an algorithm applica-

ble to various business processes. This algorithm estimates the time invested in code contri-

butions, facilitating fairer cost allocation across different organizational units. The develop-

ment of this algorithm followed the design science process outlined by Peffers et al. [49] as an

artifact-driven approach for designing and evaluating software solutions. Section 4.2 provides

an in-depth presentation of this method, with the results discussed in Section 5.3.
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4
Methodology

For this thesis, we employed various methodologies that align with the specific goals and re-

search questions presented in the respective articles. Our approach included a SLR in connec-

tion with thematic analysis for literature research. We also applied design science for artifact-

driven development, specifically for the creation of an algorithm.

4.1 Systematic Literature Review

Our literature research involved the execution of a systematic literature review and qualita-

tive data analysis. Both methods are described independently first before we present how we

combined them. The first paper by Buchner and Riehle [14] details the SLR and provides

insights generated through the literature review and subsequent thematic analysis. Building

upon these insights, the subsequent article by Buchner and Riehle [13] introduces a research

model.

Themotivation behind the SLR and thematic analysis was to gain a comprehensive under-

standing of current research and industry perspectives in a structuredmanner. This approach
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facilitated the collection and analysis of qualitative data, serving as a holistic foundation for

subsequent tool development work. As the methods were used in two research papers of this

dissertation, the description follows the methodology description already outlined in two pa-

pers of Buchner and Riehle [14, 13].

4.1.1 Systematic Literature Review by Kitchenham

Goals andGeneral Process: The primary objectives of Kitchenham’s SLR guidelines

[36] are not only to assist researchers in the identification and selection of relevant literature,

but also to guide them through the subsequent data analysis and documentation processes.

Kitchenham divides the process of conducting a SLR into three phases:

1. Planning the review

2. Conducting the review

3. Reporting the review

Within each of these three phases, several steps are executed.

Steps and important aspects: The first phase conducted for the SLR involves plan-

ning the review before the actual search begins. The primary objective is to establish a clear

foundation for the subsequent literature work. The following steps need to be conducted:

• Identifying the need for a review: Understanding the rationale and havingwell-defined

objectives in mind is crucial when conducting the review. This step significantly influ-

ences the selection of literature and the resulting focus of the outcome.

• Specifying the research question: Part of the preparation includes clearly defining a

research question that aligns with the overall review goal. The research question is an

integral part of the review protocol.
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• Developing a review protocol: The review protocol is formulated not only to prepare

for the upcoming research but also to mitigate researcher bias by establishing all essen-

tial aspects in advance. The review protocol includes the research question, quality

criteria, inclusion and exclusion criteria, and keywords for the literature search.

• Evaluating the review protocol: It is essential to evaluate the review protocol to ensure

that the research adheres to the predefined objectives.

In the second phase (conducting the review), the following steps are executed:

• Identification of research: This steps involves identifying literature in the specified data

sources using the keywords outlined in the review protocol.

• Study selection: The abstracts and content of the papers are scanned and analyzed to

determine their alignmentwith the overall research goal and adherence to the inclusion

criteria. Papers that do meet the exclusion criteria outlined in the review protocol are

excluded.

• Study quality assessment: In this step, the remaining papers are re-evaluated to deter-

mine if they meet the quality criteria defined in the review protocol.

• Data extraction: Based on the gathered literature, relevant data for further research are

extracted.

• Data synthesis: Finally, the data is collected and summarized for the report.

The last step is reporting the review, which, in our case, is accomplished by publishing the

related research papers and this thesis. It is important to note that although the steps appear to

be sequential, the overall literature review can be iterative in nature [36] as new insights from

the data can help refine the research goals, research questions, keywords, and other aspects

specified in the review protocol.
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Review Protocol: As part of the methodology, it is crucial to present the key details of

the prepared review protocol. Since the review protocol was already outlined in the related

papers of this dissertation, only the most essential aspects are presented here. The extended

version can be found in the appendices A and B.

Databases: For this review, the following databases were selected: ACM Digital Li-

brary, Google Scholar, IEEE Xplorer, Springer Link, Ebscohost, Wiley, and Scopus.

Keywords: This review concerns the business process domain (economics) and com-

putational tools and techniques (computer science domain). Consequently, a set of domain-

specific and common keywords were chosen to facilitate the search in both areas.

The common subset of keywords includes:

(Inner sourceOR open-sourceOR collaborative developmentOR cross-boundary collaboration

OR cross border collaboration OR internal open-source OR software engineering OR software

development ORDevOps OR agile OR platform)

For the business processes domain and general economic fundamentals related to inner

source, the following keywords were selected:

(Business processes OR management OR accounting OR controlling OR taxation OR trans-

fer pricing OR organization OR businesses OR enterprises OR organizational principles OR

organization forms OR absorption costing OR cost calculation OR project management OR

risk management OR product management)

Lastly, for the algorithmic and software development basics, the following keywords were

applied:

(Software development OR programming OR ( (cost OR effort) AND (calculation OR pre-

diction OR estimation OR measuring OR quantifying OR computing OR calculating)) OR

measurement OR KPI)
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Quality Criteria: The selected papers needed to meet several quality criteria, includ-

ing being peer-reviewed and published in a recognized journal or conference. Additionally,

we considered technical reports. Algorithms and other computational tools and techniques

had to be comprehensible and reproducible for our use case. Reports from reputable orga-

nizations such as the OECD, particularly in the case of transfer pricing, were also included.

Furthermore, the rigor and relevance criteria introduced by Ivarsson andGorscheck [32]were

employed. Rigor was assessed based on the research context, overall study design, and validity

of the analyzed paper. Regarding relevance, we ensured that the study context demonstrated

the industry relevance of the content.

Inclusion and exclusion criteria: In our literature selection, we included papers

that:

• Are related to inner source measurement in general

• Present tools or techniques for measuring or predicting business (process) related as-

pects

• Address problems within businesses and their processes connected to cross-boundary

collaboration

• Calculate work effort or costs on different levels (code-level, project-level, or business-

level)

• Provide noteworthy insights useful for measuring inner source and affected processes

We explicitly excluded papers that:

• Have no thematic connection or usability within inner source, cross-boundary collab-

oration in general, or related business processes

• Present tools and techniques that are non-repeatable, particularly affecting machine

learning algorithms, mostly for effort estimation
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• Present tools and techniques that are not adaptable to inner source development (not

able to assess cross-boundary IP-flow)

4.1.2 Thematic Analysis by Braun & Clarke

Goals and general process: In addition to the SLR by Kitchenham, we applied the-

matic analysis by Braun and Clarke [10]. This method helps to identify and analyze patterns

in data, enabling a detailed description of insights gathered from the dataset. In our case, we

utilized the literature we previously identified.

The outcome of the thematic analysis is a list of patterns (themes) representing features of

the dataset. The method organizes several key concepts (codes) into a theme, establishing a

hierarchical structure of concepts and their dependencies.

Themes and codes are generated through iterative analysis of the literature, highlighting

dependencies between individual concepts, often through the creation of a thematic map.

Steps: The thematic analysis guidelines by Braun and Clarke [10] consist of six basic steps:

• Phase 1)Getting familiar with the data: Initially, the researcher should become familiar

with the data by reading it and noting down initial ideas and concepts.

• Phase 2) Generate initial codes: Following the initial reading, the first concepts (codes)

across the entire dataset should be created and recorded.

• Phase 3) Create candidate themes: Based on the initial concepts, codes should be col-

lected and analyzed to group similar concepts together, revealing their relationships

(e.g., within a thematic map).

• Phase 4) Review themes: Using the initial concepts, themes should be reviewed, in-

cluding the merging of similar themes or the splitting of ambiguous ones. This phase

ensures that the identified codes and the original data are consistent with the themes.
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• Phase 5) Define and name themes: Once themes and codes are consistent, clear names

and distinct definitions should be assigned. This facilitates a common understand-

ing among researchers working with the themes regarding the details of each code and

theme.

• Phase 6) Produce a report: Finally, the themes and codes should be presented. Braun

andClarke [10] emphasize that the description should go beyondmerely reporting the

results, urging researchers to delve deeper and utilize the insights to answer the research

question.

Braun and Clarke [10] emphasize that these steps are not rigid rules to be strictly followed

linearly. Researchers shouldmoveback and forth, dynamically adjusting the codes and themes

according to the most recent insights gathered during the coding process. We particularly

utilized this approach.

4.1.3 Method Combination

We integrated the SLRmethodologybyKitchenham[36]with the thematic analysis approach

developed by Braun andClarke [10] due to their complementary nature. Notably, Braun and

Clarke did not explicitly define the data retrieval process, as their method is applicable to var-

ious forms of qualitative data, not exclusively literature. We employed the SLR guidelines by

Kitchenham, which focus on the systematic identification and selection of literature. How-

ever, it is important to highlight that the SLRmethod, as outlined by Kitchenham, does not

provide as detailed instructions for data analysis and synthesis as Braun andClarke did in their

thematic analysis.

Figure 4.1 illustrates the integration of bothmethods. The first two columns represent the

three phases defined by Kitchenham. In our case, we replaced the data extraction and data

synthesis steps with the thematic analysis approach, depicted in the third column.

Thefigure also emphasizes the iterative nature of bothmethods,whichweused throughout

our research. Specifically, we revisited the literature identification step after defining the initial
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Figure 4.1: Overviewof the SLRprocess based onKitchenham [36] andBraun&Clarke [10],
taken from Buchner and Riehle [14, 13]

set of themes and codes. The insights gained during the coding processes enabled us to refine

and adjust the overall research process, facilitating the identification of literature more suited

to addressing our research questions.

Hereafter, the term SLR refers to the combined method we applied, incorporating both

theKitchenhamprocess and the thematic analysis approach byBraun andClarke, rather than

solely referring to the Kitchenham process.

4.2 Design Science

The second method we applied is design science by Peffers et al. [49]. The method was used

for one article of this thesis, namelyBuchner andRiehle [12]. As a consequence, the following
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methodology description is oriented on the content already described in that paper.

Goals: Design science is a framework for artifact-based research that solves real-worldprob-

lems, especially in information system research. It follows an iterative approach aimed at de-

veloping various artifacts such as tools, methods, algorithms, models, or theories, providing a

process for their development in research.

Steps: Design science, as proposed by Peffers et al. [49], outlines six basic steps:

Step 1: Problem Identification. In the initial phase, the problem is identified and justified,

demonstrating the significance of the topic. Ourmotivation stems from interviews and exten-

sive literature analysis, which are further elaborated in the paper (Buchner and Riehle [12]).

Step 2: Objective Definition. Building upon the identified problem, the objectives of the

artifact are established, specifying the criteria the solution shouldmeet. In our case, the objec-

tive is to develop an algorithm applicable for calculating software development costs within

business processes, based on individual code contributions (commits).

Step 3: Solution Design &Development. Drawing from the established objectives, the solu-

tion solving the problem is designed. This involves the creation of the artifact, followed by a

presentation of its functionality and architecture.

In our study, we developed an algorithm and implemented it in software. While Peffers et

al. [49] proposed one step, we divided this step into two sub-steps: solution design and imple-

mentation. The solution design section explains the fundamental principles of the algorithm

and its derivation from the dataset. The implementation section then showswhich stepswere

taken to be able to execute the algorithm in software.

Step 4: Demonstration. This step shows the effectiveness of the solution in resolving the

identified problem, often through simulations or by demonstrating the solution’s function-

ing with specific inputs. In our case, the algorithm stands as the primary outcome. Therefore,

the demonstration presents each case of the algorithm and its corresponding outputs, based

on the example industry data set provided as input.
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Step 5: Evaluation. The goal of the evaluation is to show that the defined objectives are

fulfilled and the problem is actually solved. In our research, we used the industry data that

already provided the basis for the solution design, development and demonstration. We con-

ducted member-checking through interviews and made sure that the solution we designed

actually solved their problems, validating it for the usage within cost calculation purposes.

Step 6: Communication. The final step involves the structured communication of not just

the artifact itself but the entire design science process. This is achieved through the publica-

tion (Buchner and Riehle [12]) and this dissertation.
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5
Results

This section presents the results of the research. We begin by discussing the fundamentals of

inner source measurement and its impact on business processes, as explored in our literature

review (Section 5.1). Next, we introduce an inner source research model (Section 5.2). Fi-

nally, we look into the design and implementation of an algorithm for calculating the cost of

business processes in the context of inner source (Section 5.3).

This section aims to highlight the key insights from the three primary research articles con-

tributing to the cumulative dissertation. The primary objective is to discuss the key findings

from the original research, enabling a comprehensive presentation and subsequent discussion

of the overall research results. Each of the three articles originally posed their dedicated re-

search questions. To be able to distinguish those paper-specific research questions from the

overarching research question of this thesis, the former are referred to as P1-RQ, P2-RQ1,

P2-RQ2, and P3-RQ.
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5.1 Systematic Literature Review

To address the central research question we conducted a systematic literature review and ex-

tracted insights applicable to our work. The following presents the key results that were pre-

viously published as:

[14] Stefan Buchner and Dirk Riehle. 2023. The Business Impact of Inner Source and How

to Quantify It. ACMComput. Surv. 56, 2, Article 47 (sep 2023), 27 pages. https://doi.org/

10.1145/3611648

The original paper can be found in Appendix A.

5.1.1 Goals and Research Question

Our systematic literature review aimed to examine literature in the domains of business pro-

cesses as well as computational tools and techniques for measuring software development ef-

forts. Early in our research, we realized that the economic evaluation of inner source lies at

the intersection of these two domains. Despite their distinct publishing avenues, keywords,

and target audiences, our review incorporated insights from both areas, emphasizing the inte-

gration of the two. The review protocol described in the methodology section (Section 4.1.1)

addresses this combination.

Consequently, the SLR utilized insights from both domains. On one hand, the review

aimed to identify the impacts of cross-boundary collaboration in software development, par-

ticularly inner source, on businesses and their processes. On the other hand, we examined

tools and techniques for measuring inner source or software development efforts in general.

Based on these insights, we established connections between the two domains, including an

analysis of how to measure the affected business processes with the identified tools and tech-

niques. We outlined the essential properties that a tool or technique should possess to be

applicable for inner source measurement. Furthermore, we classified the existing tools based

24



on their usability for inner source measurement.

The research question derived from this motivation was as follows:

P1-RQ:What is the economic impact of inner source on companies and how can it be

quantified?

We answered this question through an SLR following the guidelines of Kitchenham [36]

and the thematic analysis of Braun andClarke [10], as explained earlier. Our process involved

three major iterations.

Overall, we identified 52 relevant papers across both domains, spanning back to 1984. Pre-

dominantly, articles from the economic domain were published earlier, while most articles

describing computational tools and algorithms emerged within the last decade. Since this

time, there has also been a growing interest in inner source.

Figure 5.1: Overview of themes and codes, based on Buchner and Riehle[14]

In the end, we classified 27 codes across 7 themes from both domains. Figure 5.1 presents

an overview of the themes and codes, with the left side displaying 3 themes and 11 codes

related to the business process domain. On the right side, 4 themes and 16 codes related to

the computational tools and techniques for measuring effort or inner source are presented.

It is crucial to note that although the research, especially the coding process, in both do-

mains was conducted independently, some codes were based on the same literature, highlight-

ing a connection between the two domains. The subsequent analysis looks further into this

connection.
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5.1.2 Business Impacts of Inner Source

In the domain of business processes, we identified three major sub-domains that are influ-

enced by inner source measurements or cross-boundary collaboration in general: Manage-

ment processes (Theme A), accounting processes (Theme B), and development processes

(Theme C). While managerial and accounting processes are used to manage the company,

development-related processes aim to develop the actual product.

The SLR revealed several managerial tasks and processes that are affected by inner source

(Theme A). This includes project management tasks [33, 62, 31], such as project risk man-

agement [38, 25, 55], and related key performance indicators (KPIs) [19, 4]. These aspects

are influenced by inner source as the paradigm shift involves different organizational units,

particularly in the development of platforms [52]. This influence is also evident in product

planning, as products are designed differently when platforms are involved, thereby affect-

ing the entire product life cycle [24]. Additionally, personnel management approaches are

impacted, as inner source deviates from the traditional principles of assigning developers to

projects, allowing for more flexible assignments [15, 52].

Closely related to themanagerial processes are those involving accounting (Theme B). One

major challenge in the context of inner source arises from the fact that contributions within

inner source span organizational boundaries. Calculating the value of such flows (e.g., for

taxation) is referred to as transfer pricing, an established field [46, 50, 48, 41] that presents

potential issues related to profit shifting [12, 46, 60]. Furthermore, inner source also affects

how profits are allocated to the contributing organizations, a crucial aspect of operational

business processes [58, 12]. This impacts cost calculation processes [6, 15, 12, 31] and various

established cost prediction methods [8, 64, 35, 61]. Although initial accounting approaches

addressing these issues exist [5, 31, 37], none of them comprehensively solve these problems

in inner source.

In addition to themanagerial and accounting processes, the development process itself also

needs to adapt to inner source (Theme C). A core issue arises from the cross-boundary con-
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tributions made during inner source development [57, 56, 52, 15, 27], which do not align

with traditional organizational models [29, 28]. However, traditional accounting and man-

agement processes adhere to these traditional organizational approaches (Conway’s Law [20])

[58]. The SLRdemonstrates that there is currently no ideal solution. Furthermore, new com-

munity building practices and processes must be established to fully leverage the advantages

of inner source. This includes inner source incentivization schemes [17, 56, 21] and commu-

nities like the InnerSource Commons [2].

5.1.3 Tools and Techniques for Inner Source Assessment

The second review domain focused on computational tools and techniques used to assess the

effort or cost involved in software development. The review did not contain all potential

software effort estimation algorithms or principles. It aimed to identify and categorize basic

concepts. The goal was to showwhich are suitable for the applicationwithin inner source and

which not (see subsequent section). Each identified tool or technique possesses the capability

to measure business or process-related aspects within inner source.

Overall, we classified four themes: Computational goals (Theme D), underlying algorith-

mic procedures (ThemeE), useddata sources (ThemeF), and the overall development context

(Theme G).

The tools and techniques we identified, independent of the coding in the business process

domain, show diverse computational goals (ThemeD). Specifically, we found dedicated tools

and techniques tailored for measuring software development for managerial purposes [19, 4,

7, 30, 52]. Additionally, various tools and techniques are capable of retrospectivelymeasuring

the cost or effort of software development [34, 44, 5, 30, 54, 12]. Moreover, some focus on

predicting future effort or costs [8, 64, 35, 51, 61, 9].

In the literature, various algorithmic procedures (Theme E) are described regarding how

these goals were achieved. These procedures range from code analysis [5, 64] to commit data

analysis [64, 12, 44, 54, 23, 4, 19, 61], people-related metrics [64, 44, 54, 51, 19, 7, 61], anal-
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ysis of system interactions [64, 5, 30], and techniques that analyze the development process

itself (e.g., benchmarking sprints) [64, 35, 23, 4, 19, 7]. For the inner source-specific use case,

we needed to identify those procedures that are best suited for measuring cross-boundary col-

laboration or supporting the adjustment of existing business processes (See following Section

5.1.4).

The tools and techniques we reviewed utilize various data sources (Theme F). Commit

data is the most prominent source for measuring software development [64, 44, 5, 54, 30,

23, 4, 19, 61, 12]. Additionally, planning data of development processes is commonly used

[8, 34, 35, 51, 4, 19, 7, 61, 9]. Other sources include organizational data [51, 23, 19, 7, 61, 12],

financial data [8, 5, 4, 19, 7, 12], and individuals’ timetables [5, 23, 19, 7]. It is evident that

a wide range of data sources can be useful for measuring and assessing software development

within a company and can be instrumental for effort estimation.

Lastly, we identified the context in which the tools and techniques were developed (Theme

G), although this aspect plays aminor role in determining the suitability of certain approaches

for the inner source domain. Most of the articles we identified were developed in a research

setting. However, we also reviewed literature that described commercially developed tools

and techniques published in research outlets [8, 9]. Although non-publicly available tools

and techniques developed in commercial environments are also accessible, they were not the

focus of this research, as we aim for a publicly available, reproducible solution.

5.1.4 Thematic Dependencies

In addition to presenting the themes and codes, we also discuss the dependencies between

them. These dependencies emerged during the coding process and are illustrated in the form

of thematic maps. The thematic maps are providing valuable insights into the interconnec-

tion between the two domains and how inner source and associated processes can be quanti-

fied.

Two primary connections of interest were identified:
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1. The dependency between the business processes affected by inner source (Theme A to

C) and the goals of the computational tools and techniques (Theme D).

2. Classification of the suitability of algorithmic approaches (Theme E) for various com-

putation goals (Theme D).

In the first case, the detailed connections can be observed in Figure 5.2.

Figure 5.2: Thematic map of the business process view and tools and techniques, adapted
from Buchner and Riehle [14]

During our research, we observed that the independent review domains had overlapping

contents/codes, although they operate on different levels. The reviewed tools and techniques

were primarily technical, while the business processes involved functional tasks within a com-

pany. Nevertheless, they were connected from a content perspective.

Some classified tools and techniques (of Theme D) were predominantly designed for mea-

suring management-related tasks and processes. Those align with the management process

theme of the business process review domain (Theme A). This relationship is depicted in Fig-

ure 5.2 through the arrow linking ”measuring for management” in Theme D and the man-

agement processes (Theme A).
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Furthermore, we identified that some of the analyzed business processes focused on his-

torical data and retrospective calculations. One example are the calculation of transfer prices

for taxation. Other processes were more predictive, like cost estimation. Certain business

processes, such as product management or project management, fell somewhere in between.

That indicates that the historical/future-oriented differentiation is largely independent of the

specific domain, even though management tasks tend to be more future-oriented.

A similar differentiation was also noted in the independent coding of the computational

tools and techniques. We classified the codes ”MeasuringCost/Effort” and ”PredictingCost/-

Effort,” corresponding to the historically oriented and future-oriented business processes, re-

spectively.

The second set of thematic dependencies between the codes are depicted in Figure 5.3.

This figure shows the connection between the algorithmic procedures and the computational

goals.

Figure 5.3: Usability of algorithmic procedures for computational goals, adapted from Buch-
ner and Riehle [14]

This analysis reveals the extent to which algorithmic procedures can be used for various
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calculations related to inner source measurement. Notably, utilizing system interactions and

commit data proved most suitable for inner source metrics, especially for retrospective cal-

culations. Reason is that these type of daily tasks can easiest be bound to IP flow crossing

organizational boundaries. Machine learning approaches were found to be best suited for

predicting inner source collaboration, although this wasn’t the primary focus of the review.

Themajority of the identified approaches (e.g., source code analysis) were found to be suit-

able as supporting metrics or requiring minor adaptations to measure cross-boundary collab-

oration. In contrast, some approaches need major adaptations, such as sprint-based calcu-

lations or function point/use-case estimations. These are not easily applicable to single IP

contributions across organizational boundaries.

The key takeaway is that while some algorithmic procedures are well-suited for the inner

source domain, the majority require either minor or major adaptations before they can be

used effectively. As a result, this analysis serves as a guideline for future research, supporting

in the creation of metrics usable for inner source measurement.

Another interesting insight is visible when considering all the thematic connections to-

gether. The first insight (Figure 5.2) illustrates the connections between the business pro-

cesses influenced by inner source (Theme A to C) and the computational goals (Theme D)

of the identified tools and techniques. The secondmain set of connections (Figure 5.3) exists

between the computing goals (Theme D) and the algorithmic principles (Theme E). Conse-

quently, that shows how applicable the identified algorithmic principles in Theme E are for

solving challenges related to the business processes of Themes A to C. Thus, those principles

can contribute to answering the overarching research question on inner source quantification.

In conclusion, the principles we identified can and should be utilized in subsequent re-

search to facilitate the adaptation of businesses to inner source. This also addresses the re-

search question P1-RQ posed in this underlying paper.
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5.2 Inner Source ResearchModel

In this section, we present the inner source research model developed as a result of our litera-

ture review on inner source quantification. The insights shared in this section were originally

published as:

[13] Stefan Buchner and Dirk Riehle. 2023. A Research Model for the Economic Assess-

ment of Inner Source Software Development. In Proceedings of the 56th Hawaii International

Conference on System Sciences, HICSS ’23. ScholarSpace, Maui, Hawaii, 353–364. https:

//hdl.handle.net/10125/102672

The original paper can be found in Appendix B.

5.2.1 Goals and Research Questions

The primary objective of this researchwas to create a researchmodel focusing on inner source

measurement. This research model was designed to illustrate the relationships between the

computational aspects and the business impact of inner source. In contrast to our literature re-

view and thematic analysis, the researchmodel concentrates solely on the research perspective

rather than practical, applicable algorithms and tools. It outlines how these topics intercon-

nect and provides guidance for future research in the field of inner source measurement.

The research model addresses the following research questions:

P2-RQ1: What is the current state of research in economic inner source assessment?

P2-RQ2: What are current challenges of economically assessing inner source and how can they

be tackled?

The first research question P2-RQ1 follows to the fundamentals already addressed and de-

scribed in the SLR.The second research questionP2-RQ2 looks into the challenges thatmust
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be addressed to enhance inner source measurement, as presented within the research model.

It’s important to note that the themes and codes related to the business process perspective

in the SLR, as initially presented in the research model paper (Buchner and Riehle [13], Ap-

pendixB), differ from the final versionoutlined in the SLRpaper (AppendixA) and this thesis

(Section 5.1). The reason are long review times between which additional reviews improved

the final version of the themes and codes. However, these changes do not impact the research

model’s foundation, which is built on insights obtained from the SLR. Consequently, the

themes and codes are not presented again.

The SLR illustrates how inner source influences various business processes and identifies

tools and techniques suitable for quantifying these effects. In summary, the SLR answers

which problems can be addressed and which basic principles should be applied. However, it

falls short of detailing how to progress in future research and lacks a unified framework for

understanding future inner source measurement research.

5.2.2 ResearchModel Layout

The resulting inner source research model is depicted in Figure 5.4.

Figure 5.4: Inner source research model from Buchner and Riehle [13]

The research model is structured as a bottom-up approach, progressing from left to right,

presenting a research path. The stages on the left show the foundational aspects that re-

searchers need to work on and understand. These foundational aspects are necessary to reach

a stage where inner source can be quantified and applied in business processes, as represented

by themiddle stages. Once these are in place, the overall adoption of inner source can increase
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through improved measurement.

Furthermore, the research model is built upon the different aspects identified in the the-

maticmapof the SLR. It distinguishes betweenpredictive and retrospective calculations from

a computational perspective. Future research should include both predictive and retrospec-

tive metrics and tools, as these approaches differ algorithmically and target distinct use cases.

However, both types of algorithms should ultimately be integrated into a unified toolset.

These serve as the foundation for assessing inner source’s impact on business processes.

From a managerial perspective, the research model distinguishes between strategic and op-

erational business process measurement. Future research in tools and metrics should address

strategic and operational processes. Due to the long-term nature of strategic business pro-

cesses, predictive methods may be more relevant there. In future work, this could involve

predictive data e.g. to support product planning decisions. In contrast, operational business

processes typically rely on retrospective data e.g. to estimate the tax burden of individual legal

units. The subsequent section (Section 5.3) presents an algorithm designed for such use cases.

In summary, the research model is structured into four distinct stages that form the over-

arching research path. Figure 5.4 visualizes this path from left to right. The first stage intro-

duces the low-level computational perspective with the historical and predictive differentia-

tion. The ability to perform both types of measurement using various data sources (develop-

ment, system, and process data) is a prerequisite for assessing IP transfers in inner source (sec-

ond stage). Financially assessed inner source contributions, in turn, serve as the basis for adapt-

ing strategic or operational business processes to the inner source paradigm (third stage). Fi-

nally, enhanced business integration of inner source facilitates overall adoption (fourth stage),

enabling companies to realize the full benefits of inner source.

5.2.3 Impact on Future Research

Based on the dependencies between the different stages and the computational as well as man-

agerial view of the research model, we derived six research hypotheses.
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Hypotheses 1 and 2: The ability to use development-, system, and process data to mea-

sure/predict software development correlates positively with the ability to economically assess IP

transfer between organizational units.

The first two hypotheses depict the connection between the initial stages, emphasizing the

significance of measuring (Hypothesis 1) and predicting (Hypothesis 2) software develop-

ment in inner source as the economic measurement basis.

Hypotheses 3 and 4: The ability to economically assess IP transfer between organizational

units correlates positively with the usability of economically assessed inner source development for

strategic/operational business purposes.

Following the pattern of the first two hypotheses, the subsequent two highlight the as-

sumption that the ability to economically assess inner source serves as the foundation for var-

ious strategic (Hypothesis 3) and operational (Hypothesis 4) business processes within inner

source.

Hypotheses 5 and 6: The usability of economically assessed inner source development for

strategic/operational business purposes correlates positively with the willingness to adapt inner

source.

The last two hypotheses anticipate the impact of strategically (Hypothesis 5) or opera-

tionally (Hypothesis 6) assessed business processes on the overall inner source adoption.

Research implications: The derived hypotheses guide the research progress when con-

ducting measurement-related inner source research. They also include the challenges that

need to be addressed, thereby answering the earlier proposedP2-RQ2. Additionally, this com-

plements prior research on the current state of inner source, as conductedbyEdison et al. [27].

While their work extensively discusses the definitions, benefits, and challenges of inner source,

it did not look deeply into measurements and metrics.

Moreover, the research model lays the groundwork for addressing a significant challenge
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faced by companies when implementing inner source. Many companies lack the buy-in of

middle managers as they fear losing their personal performance goals [3, 52]. By providing a

clear path to link accurately measured contributions to different business processes and per-

spectives, the inner source researchmodel has the potential to offer critical metrics for middle

managers in their daily decision-making and performance assessments.

The research model provides the overall model on how to progress and related hypotheses,

but it does not offer the solutions to the hypotheses. It is the task of future research to validate

these hypotheses, for example, by creating measurement and prediction algorithms and tools

or by integrating these measurements into business practices. The subsequent research pre-

sented in this thesis partially implements initial aspects of the research model. Additionally,

future research should focus on developing associated guidelines or handbooks for working

with measured inner source artifacts in practice.

5.3 Work Time Estimation Algorithm for Cost Calculation

This section focuses on presenting an algorithm for solving challenges highlighted in the pre-

vious sections. Specifically, it introduces an algorithm for estimating work time, intended for

the purpose of calculating costs in inner source business processes. The algorithm was previ-

ously published as:

[12] Stefan Buchner and Dirk Riehle. 2022. Calculating the Costs of Inner Source Collabo-

ration by Computing the TimeWorked. In Proceedings of the 55th Hawaii International Con-

ference on System Sciences, HICSS ’22., virtual, 7466–7475. https://doi.org/10.24251/HICSS

.2022.896

Therefore, the section presented here highlights results already thoroughly discussed in the

original paper, which is also accessible in Appendix C. In addition, preparatory research for

the article has already been published in the author’s master’s thesis [11].
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5.3.1 Goals and Research Questions

The primary objective of this paper was to enhance cost-based business processes associated

with collaboration across boundaries. Thiswas achieved by proposing an algorithm that lever-

ages the commit history of projects to compute the proportion of work time each organiza-

tional unit invests in individual projects. In inner source environments, each project typically

has one primary responsible organization (the owner) and various contributors fromdifferent

legal entities. The estimation of work time for each project can subsequently be used to com-

pute the cost of individual contributions. Adhering to this logic, the design, implementation,

and presentation of the algorithm followed a two-step approach:

1. Creating a work time estimation algorithm.

2. Utilizing it for cost calculation.

Hence, the main research question that the algorithm addresses is as follows:

P3-RQ: How can we calculate the time spend on code contributions for usage within various cost

related business processes

A key motivator for the work time estimation algorithm is the taxation challenge as de-

scribed earlier. The calculation of transfer prices pose a significant challenge in the inner

source domain, as the article presents in more detail and we already described above. The

presented algorithmwas designed to address this problem. The result can be utilized to calcu-

late the cost that one organizational unit must pay another.

The primary focus is on showing the algorithm’s design, implementation, and overall ar-

chitecture to facilitate cost calculations in inner source. The aim was not to provide an exact

estimation for each individual commit (e.g., down to the minute) but rather to ensure accu-

racy in capturing the overall share across all projects.

The algorithm was developed as design-science artifact following the process by Peffers et

al. [49]. The design science steps we followed were described earlier in Section 4.2.
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Our development was based on real-world industry data from amultinational corporation.

The data set included contributions from approximately 400 developers in 94 organizational

units across four hierarchical levels. We analyzed approximately 230,000 file changes in about

29,000 commits from a total of 13 projects developed over a 1.5-year period. In detail, we

investigated commits, organizational data, and individual developer data (such as name or or-

ganizational unit). Based on this, we conducted statistical analyses of development behavior,

which are detailed subsequently. The insights from the analysis were then used to examine

individual code contributions and estimate the time spent on each commit. The overall pro-

cess was iterative which enabled us to improve the accuracy of the results over time. To ensure

sufficient accuracy, we employed member checking to determine the cutoff point.

5.3.2 Software Development Statistics

Of the analyses we conducted, two particular statistics significantly influenced the resulting

algorithm.

On one hand, we analyzed the distribution of commit timestamps (local commit time)

throughout the day. This analysis helped in identifying peak commit periods. The graphical

representation of this analysis can be found in Figure 5.5.

Figure 5.5: Number of commits per timestamp, taken from Buchner and Riehle [12]
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Although the results may seem straightforward, their implications for the design of work

time estimations are significant. The graph depicts the number of commits for specific times-

tamps. The number of commits rises in the morning, experiences a slight dip during mid-

day, and gradually declines towards the evening. Notably, the absence of fixed work hours

in modern work environments implies a lack of fixed patterns outside the general daytime

distribution. Therefore, a work time estimation algorithm must adapt to commits made be-

yond regular working hours. That includes commits during short nights (e.g., last commit

at 11 pm and the first commit the next day at 6:30 am), long workdays, and all scenarios in

between. Consequently, an algorithm cannot solely rely on fixed work time patterns. How-

ever, understanding the commit distribution across all contributors helps us estimate typical

development patterns.

On the other hand, we analyzed the time difference between two consecutive commits by

the same developer. The results are illustrated in Figure 5.6.

Figure 5.6: Number of commits per time difference

The findings suggest that most code commits occur in quick succession, often within min-

utes. Themajority of commits take place within a 12-hourwindow (720minutes), indicating

that developers commit there at least twice a day. The analysis also revealed a spike in commits

after 24 hours (1440 minutes) from developers who commit daily. The same trend recurs for
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several days (two to four days), even thoughwith a lower total number of commits. Commits

separated by more than a day usually align with weekends, holidays, or vacation periods.

5.3.3 Algorithm Design

The fundamental algorithm design is built upon the statistical analysis. The algorithm ac-

counts for the time of day when commits are made while acknowledging that committing

at night is less common. It makes use of the statistical pattern and accepts inaccuracy in the

estimation of individual commits in favor of broad-scale accuracy.

The algorithm examines the commits of a single developer. It estimates the time spent on

each individual contributionby considering the scope and size of the commit, the time elapsed

since theprevious one, andother availablemetadata. The algorithmreconstructs a developer’s

workday by comparing the commit properties to those of the large-scale statistics. Notably,

the algorithm exclusively focuses on commits, disregarding all non-coding activities. This

deliberate choice simplifies the algorithm, allowing for potential expansion in future research.

As said before, the primary objective of the algorithm is to estimate the proportion of work

time that an entire team or organization invests in individual projects.

As revealed by our statistical analysis, the majority of commits were made at least once per

day, representing the regular cases that the algorithm handles. Additionally, the algorithm

estimates the time spent on commits where no previous commit is available (e.g., the first

commit overall) and commits made after several days (e.g., weekends, holidays). Those are

referred to as irregular cases. In these scenarios, the estimation of work time needs to rely

solely on the data provided by the commit, such as changed lines and timestamps, without

reference to the overall time elapsed since a previous commit.

While the detailed equations describing the algorithm’s mathematical aspects are available

in the original paper (Buchner and Riehle [12] and Appendix C), this section primarily pro-

vides a narrative description of each case of the algorithm to simplify the presentation.
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Regular cases: Commits that are closely related to previous ones in terms of time dif-

ference are classified as regular cases. Specifically, this includes commits made by a developer

within 36 hours after the previous one. This 36-hour threshold reflects the daily commit be-

havior as observed in the statistical analysis (the dip at around 2160 minutes in Figure 5.6).

Within this time frame, the following cases (derived from the statistical analysis) are define.

Time difference < 6 Hours: This case is based on the analysis suggesting that the

majority of commits are made within minutes. Given the close temporal relationship to the

previous commit, it is assumed that the time was spent on development. Therefore, the com-

mit is assigned the full time difference as working time. This method is sufficient enough

when it comes to calculating the work time share spent per project.

Timedifference12to<36Hours: The secondcase includes commitsmadebetween

12 and 36 hours after the previous one. Unlike commits made a few minutes apart, there

cannot be an assumption that the entire timewas spent on development. These cases typically

represent daily commits. In such cases, it is highly probable that at least one night elapsed. To

estimate the work time of these commits, the number of historically made commits in the

time span since the last one are compared to the number of overall commits. The basis for

this comparison is the commit distribution illustrated in Figure 5.5.

For example, if a commit was made at 8 am and the previous one at 5 pm on the day be-

fore, the time difference is 15 hours. As most of this time interval falls during the night, it

is highly likely (compared to other commits) that minimal to no work was done during the

night. However, this cannot be guaranteed. The estimation is calculated by comparing the

number of historical commits between 5 pm and 8 am with the overall number of commits.

If, for instance, 10,000 out of a total of 150,000 commits were made during this time frame,

it is considered to represent 6.6% (10, 000/150, 000 = 6.6%) of the typical work conducted

during such periods. Hence, the commit receives 6.6% of the typical work time of a developer

during a day.
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The approach dynamically adjusts the resulting estimation based on the number of histor-

ical commits within a specific time frame. It enables a more nuanced allocation of work time

depending on the time of day the commit was made. Consequently, commits made 24 hours

after the previous one are allocated a full work day, whereas those further apart receive more,

and those closer receive less work time. The length of a typical work day can be input by the

implementer of the algorithm, either as a fixed value for all developers or dynamically adjusted

for each developer based on real data (e.g., input fromHR systems).

Time difference 6 to < 12 Hours: The third regular case represents all commits

made six to twelve hours after the previous one. This may for example occur after a short

night or during regular to extended work days. After examining the data set, no clear differ-

entiation between these variations was feasible. To take this into account, the night time is

considered in this case. The night time period for the algorithm can be either fixed or dynam-

ically determined based on the number of commits during a specific time frame. It is also

possible to base it on developers individual behavior.

The time span of the commit classified as daytime receives full allocation as work time,

identical to the approach described above (case < 6 hours time difference). The time span

classified as nighttime is allocated proportionally based on the historical share, as seen in the

12 to 36 hours case. This mixed case allows for the inclusion of both extended regular work

days and nighttime hours.

Irregularcases: The irregular cases include all commitswithno timedifference or those

made after more than one day elapsed (a time difference exceeding 36 hours). In our statisti-

cal analysis, we found a correlation between the lines of code (LoC) a commit affects (adds,

changes, deletes) and the resulting work time in regular cases. The algorithm utilizes this sta-

tistical relationship tomap the results of the regular estimation, where more contextual infor-

mation about the work day is available, to the commits where such information is unavailable.

Detailed results of the conducted analysis (linear regression) can be found in the paper [12]
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(Appendix C).

It is essential to note that the use of LoC in combination with the results of the regular

cases is just one example of how the irregular cases can be calculated. The algorithm is flexible

enough to incorporate other input for this calculation. We chose LoC combined with the

results of the regular cases to provide a self-contained solution that requires no external input

and can be automated without manual intervention. An alternative approach could involve

manual work time measurements where developers record the time spent. However, we did

not pursue this approach as it is not feasible for high-frequency large-scale development, such

as inner source.

5.3.4 Algorithm Application and Evaluation

The algorithm’s output is the estimated work time for each commit. The initial objective

wasn’t to perform work time estimations, the aim was to conduct cost calculations. Conse-

quently, each commit is tagged with author information, including the originating organiza-

tion (the committer’s organization) and the recipient organization (the project owner). This

allows the identification of commits that cross organizational boundaries. Afterwards, work

time is accumulated across the organizational hierarchy (team-level, then organization level

and so on).

The results are then being used to calculate the share of work time for each organizational

entity. That enables us to determine for each entity the proportion of work time dedicated to

individual projects and their origin. For instance, if the results indicate that 15% of Team A’s

effort is directed toward a project managed by Team B, it implies that 15% of the overall costs

are allocated to developing projects beyond the original scope of the department. If Teams A

and B operate within distinct legal entities, the estimation also sheds light on the (cost-based)

value of the IP flowing across organizational boundaries. This becomes crucial for calculating

the tax burden of individual departments.

The algorithm is an important contribution for solving the transfer pricing challenge in
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inner source. It enables companies to conduct and implement inner source more securely,

easing concerns about potential profit shifting.

To demonstrate the algorithm’s efficacy, we utilized industry data. More specifically, we

used thepreviously explaineddata set onwhich the statistical analysiswere applied. The article

(Buchner and Riehle [12], Appendix C) shows anonymized example JSON-outputs of the

algorithm in more detail.

To evaluate our approach we conducted several interviews. Primarily, we ensured that the

resulting work time share was sufficiently accurate for our purpose, achieved through mem-

ber checking with the data owner. Furthermore, we verified the usability of the results for

cost calculation, particularly within the crucial context of transfer pricing, through discus-

sions with the German Ministry of Finance. The Ministry confirmed the suitability of our

approach for cost calculation (as per the cost plus approach of the OECD [47]), highlighting

its significant advantage over existing solutions relying on manual estimation.

However, the Ministry also emphasized that the solution might not be applicable to other

transfer pricingmethods that are not cost-based. Another key insight from the evaluationpro-

cess was that, as expected, the data owner confirmed that the absolute estimation ofwork time

is not accurate enough for purposes beyond calculating the share of time spent on individual

projects. Nonetheless, given that the algorithm’s original aim was to enable cost calculation,

these results fall well within the algorithm’s intended scope.

In conclusion, the presented algorithm facilitates cost calculation when inner source is ap-

plied. It not only enables the computation of cost-based transfer prices for taxation purposes

but also lays the foundation for awide range of cost-basedmetrics andprocesses in the domain

of inner source.
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6
Discussion

In the previous section, we explained the results from the individual contributing papers.

While they were presented in a logical sequence, not all dependencies and thematic connec-

tions were explicitly highlighted.

Explaining these dependencies, the discussion serves a dual purpose. First, it looks into the

relationships among the papers as a whole and the interconnections between various aspects

within those articles. We provide detailed insights into how the individual results depend on

each other. This deepens the understanding of the topic.

Secondly, the discussion goes beyond the content of the presented articles. We explore

how outside research and unpublished work (as main and co-author), are influenced by the

insights presented in this dissertation. We emphasize the importance of the SLR, particularly

the thematic map, and the research model in shaping future research directions.

Figure 6.1 offers an overview of the thematic dependencies and illustrated how they build

on each other. All the parts that were described in Section 5 are visualized in black. These

connections are labeled asA toD for easier reference and comprehension. Additional insights
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Figure 6.1: Overview of thematic dependencies

are depicted in a lighter shade, labeled as connections E to J.

Furthermore, the figure shows when the results can contribute to the actual improvement

of business processes in the context of inner source, which is the overarching goal of this thesis.

This contribution is encapsulated within the box titled ”Supporting Business Processes”. For

instance, it includes the application of cost calculations based on the work time estimation

algorithm. We discuss these detailed connections in the following sections.

It’s important to note that these thematic dependencies are presented from a research per-

spective, with the literature serving as the foundational input. Additional inputs, such as in-

dustry data for the work time estimation algorithm, insights from conducted interviews and

ongoing research are not visualized here to maintain clarity and ease of understanding.

6.1 Literature and Thematic Map Dependencies

The first significant dependency lies between the literature used as the basis for the SLR and

the resulting thematic map (Connection A of Figure 6.1). These were extensively discussed

in Section 5.1. A key aspect here is how these fundamentals align with the core research ques-

tion of this thesis about quantifying inner source for business process usage. By building
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subsequent research on different review domains we ensured a solid, literature-based founda-

tion.

Analyzing the thematic dependencies between the two review domains is crucial. The

study identifies which types of algorithmic procedures are well suited for measuring inner

source and how these approaches influence various business processes. These insights con-

tribute to addressing the research question from a literature-based standpoint, thus laying

the theoretical groundwork.

6.2 Thematic Map and ResearchModel Dependencies

Secondly, there are dependencies between the thematic map of the SLR and the research

model (Connection B). As mentioned earlier, the research model is built upon the insights

from the thematic map. However, specific details of this connection were omitted in the re-

sults presentation to maintain focus on the description of the research model. The research

model stems from two main aspects of the thematic map.

The initial stages of the research model (Hypotheses 1 and 2) highlight the ability to mea-

sure and predict inner source. These two aspects were also covered in the presented thematic

maps. The first thematic map demonstrates that some business processes emphasize predic-

tive tasks, while others involve retrospective calculations (See Figure 5.2). Both types of pro-

cesses are integral to managerial and accounting-related work. The second thematic map is

the algorithmic suitability analysis conducted during the SLR (See Figure 5.3). It indicates

that approaches based on individual IP transactions (e.g., commits, system interactions) are

well-suited for measuring inner source. Consequently, the use of these approaches helps in

addressing the initial hypotheses. They form the foundation for all future research and the

development of practically relevant tools.

The subsequent hypotheses 3 and 4 of the research model assert that with the ability to

assess IP transfer between organizational units, the data can be used for both strategic and op-

erational business purposes. These assertions align with the findings of the thematic analysis,

47



where themanagerial processes influenced by inner source lean towards strategic implications,

while the accounting processes tend to be more operational.

The study demonstrates not only that the hypotheses of the research model are derived

from the thematic map, but also how the identified tools and techniques can contribute to

enhancing inner source adoption by quantifying inner source business processes.

6.3 Thematic Map andWork Time Algorithm Dependencies

The work time estimation algorithm was presented without a clear explanation of its rela-

tionship to the thematic map or the research model. Although the thematic map primarily

presents theoretical work and dependencies, it provides crucial inputs for the practical algo-

rithm. The fundamental principles driving the algorithm from a technical perspective were

derived from the thematic map. This helps to clarify the business process perspective, specif-

ically the cost calculation use case, and facilitates planning for future research based on the

algorithm’s outcomes.

From a technical standpoint, the work time estimation algorithm utilizes principles out-

lined in the thematic map (Connection C). The algorithm is built upon the ”well-suited ap-

proaches” highlighted in the thematic map (See Figure 5.3), particularly leveraging commit

data as the foundation. Utilizing commit data is the simplest and most fundamental way of

measuring inner source collaboration. Although the resulting work time estimation might

not be precise for individual commits, it is robust enough to be employed in various busi-

ness processes in the form of work time share per project. The algorithm design effectively

bridges the gap between theoretical insights and practical application, thereby presenting an

initial algorithm that can be employed to financially assess inner source development. Other

approaches were classified in our literature analysis as suitable/suitable with minor adaptions.

Those are not currently integrated into the proposed algorithm. Future research, particularly

incorporating system interactions or comprehensive handling of full- and part-time contribu-

tions [54], may be promising for further exploration.
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From a business perspective, the algorithm plays an important role as a decision-making

tool in various business processes that are influenced by inner source development. Notably,

the application for cost calculation (Connection D), specifically the demonstrated transfer

pricing calculation, benefits from the algorithm we designed. This explicit connection (visu-

alized in Figure 6.1) between the algorithmand the theoretical basics of the SLRdemonstrates

that the algorithm is not independent of the literature basics; rather, it builds upon and ex-

tends the theoretical foundations for practical use by practitioners.

In addition to the cost calculation use-case, the algorithm might also find applicability in

other business processes influenced by inner source (Connection E).While the algorithmwas

primarily demonstrated and evaluated in the context of cost calculation, its application in

scenarios such as internal profit allocation to individual departments could also be feasible

and straightforward. This possibility arises from the algorithm’s core objective, which is to

estimate the work time share for individual organizational entities, thereby making it adapt-

able to the internal distribution of revenues among contributing departments. This flexibility

couldpotentially address the previouslymentioned concernofmiddlemanagers regarding the

achievement of their performance goals [52]. Further research is needed to look deeper into

this topic.

6.4 ResearchModel andWork Time Algorithm Dependencies

In addition to the thematic map, the work time algorithm is also linked to the researchmodel

(ConnectionC).While we demonstrated the algorithmwith the cost-calculation use-case, we

also recognized its potential applicability to other business-related inner source domains.

All of these instances are examples ofmeasuring inner source. Consequently, the algorithm

forms the basis for addressing Hypothesis 1 of the research model. The actual work time

estimation covers the aspect of the first hypothesis that fits to the ability to use development-,

system-, and process data tomeasure software development (first box in Figure 5.4). Moreover,

the application of the estimated results to a business use-case (in our case, cost calculation)
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corresponds to the aspect of the first hypothesis related to the ability to economically assess IP

transfer between organizational units.

Thus, we can conclude not only that the algorithm is rooted in the insights collected from

the literature but also that it contributes to answering the first hypothesis of the research

model. However, further measurements of inner source activities and broader applications

in a wide variety of business processes must be undertaken in future research to justify the

hypothesis.

6.5 Embedding of Ongoing Research

To understand the full scope of the research outlined in this dissertation an examination is

required that extends beyond the articles presented here. The theoretical papers in this the-

sis lay the groundwork for an first implementation of an inner source assessment approach

through the use of the work time algorithm. Furthermore, the contents discussed here can

serve as valuable input or guidance for research beyond the findings of this dissertation.

Figure 6.2 provides an overview of ongoing and outside research and illustrates how they

align with the research model.

Figure 6.2: Alignment of outside research with the research model, adapted and expanded
from Buchner and Riehle [13]
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The first row in the figure describes which domains aremainly affected by the four stages of

the researchmodel. The financial assessment of inner source requires comprehensive compu-

tational tools and techniques (first domain). These resources are then utilized to facilitate eco-

nomic assessment (second domain), which subsequently enables the integration of insights

into actual business processes (third domain). Ultimately, the goal is to enhance overall inner

source adoption (fourth domain).

The second row shows the research model as presented earlier (Buchner and Riehle [13]).

The third row of of the figure maps the ongoing, unpublished, or future research to the

corresponding segments of the overall research model, representing various research topics

that were and are explored. Indicated in bold are the aspects of the algorithm discussed in

Section 5.3. In same stage as the cost calculation are potential profit allocation calculations

which also can based on the work time estimations, as previously discussed in Connection E

(Figure 6.1).

In addition to the previously presented work, several ongoing research aligns with the re-

search model.

Framework for work time based economic assessment Still unpublished at the

time of writing is an extension of the commit-based work time estimation algorithm. The

so-called framework for work time-based economic assessment (Connection F in Figure 6.1)

extends the algorithm presented in Section 5.3 to a flexible framework. The new framework

includes not only commits but all types of data sources. It enables the processing of messages

(e.g., mails, real-time chat), calendar data, and issue-data for various use cases.

The term ”framework” indicates that the goal is not only to estimate work time spent on

development. It provides guidelines for connecting various use cases based on the measured

data. It enables the financial assessment of processes andworkflows connected to inner source

development based on the estimated efforts. The framework also includes the organizational

perspective, which was insufficient in the previous commit-based work time estimation algo-

51



Figure 6.3: Overview of the Framework for Work Time Based Economic Assessment

rithm. By including detailed organizational data, it is easier to conduct communication anal-

ysis and identify collaboration patterns that emerge when organizations apply inner source,

but developers and managers haven’t actively recognized for themselves.

The framework unifies different business perspectives into one data-driven decision sup-

port model based on work time estimations. Implementing the framework into a tool in fu-

ture research provides developers and managers with a practical multi-purpose tool for plan-

ning and conducting inner source.

Figure 6.3 shows the basic layout of the framework and the different aspects that it han-

dles. The center of the new framework is an improved and adapted version of the work time

estimation algorithm. On the left, the novel business modeling integration is visualized. The

framework integrates workflows and organizational data. In combination with the effort es-

timation results (middle column of the figure), various analyses can be conducted (right side

of the figure). This includes the already established cost calculation, but also profit allocation

and calculations, IP flow analysis in inner source, and mapping the efforts to the organiza-

tional and workflow data.

From a research point of view, the framework crosses several stages of the research model
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(visualized in Figure 6.2). It sets computational basics with the adapted algorithm on which

the economic measurement use cases (e.g. cost and profit calculation) are build. In the end,

this also includes business process perspectives.

This framework shows that thework presented in the thesis sets important basics for awide

variety of inner source assessments. It helps answer the overall research question by providing

an extended guideline and algorithm for conducting inner source measurements.

Modular ReimbursementModel: Additional ongoing research is focused on the de-

velopment of amodel capable of handling the calculationof tax contributions (transfer prices)

amongdistinct business entities involved in software development. The algorithm introduced

in Section 5.3 was specifically designed and evaluated for cost calculation purposes, utilizing

the cost plus transfer pricing method by the OECD [47]. However, current transfer pricing

models are in many cases inadequate for application in the inner source context.

We created a modular reimbursement model designed to compute payments (referred to

as reimbursements) among various contributing and utilizing departments within software

projects. This model is characterized by its adaptability and modularity, allowing it to be

adapted to diverse organizational structures and costing principles commonly found within

companies.

The modular reimbursement model builds upon the insights derived from the work time

estimation algorithmwe introduced (Connection G in Figure 6.1). It not only offers a frame-

work for accountants and tax experts to compute the tax implications of inner source contri-

butions but also takes into consideration the potential value of code use and reuse, in contrast

to the cost-based approach outlined in this thesis.

This model integrates into the business process embedding phase of the research model (Fig-

ure 6.2) and lays the foundation for a more transparent evaluation of IP-contributions in

day-to-day business operations.
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Productivity Measurement: In a separate, yet unpublished, research related to inner

sourcemeasurement, we areworking on productivitymeasurement (ConnectionH in Figure

6.1). Our overarching objective is to measure the productivity of inner source in comparison

to traditional software development. This is achieved by initially compiling an analysis of soft-

ware engineering productivity indicators. Subsequently, we establish a productivity measure-

ment methodology, building upon the details presented in Thomas Wolter’s master’s thesis

[63], which illustrates the specific productivity metrics involved.

The productivitymeasurements we are currently developing fits into the inner source adop-

tion stage of the research model (see Figure 6.2).

ManagerialDecisionModels: Measuring inner source presents an opportunity to en-

hancemanagement accounting techniques. Hirsch andRiehle [31] proposed two conceptual

models formanagement accountingwithin inner source (Connection I in Figure 6.1). Specif-

ically, they introduced a compensation model, which forms the foundation of the modular

reimbursement model discussed earlier. Additionally, they presented a model designed to

help managers in evaluating the viability of inner source projects.

These inner source decision models align with the business process embedding stage of the

research model (Figure 6.2).

Unified datamodel: Inner source measurement encounters a significant technical chal-

lenge in the manner in which data analysis and assessments are performed. The work time

estimation algorithm as discussed in this paper relies on commit data. While it utilizes a sin-

gle data source (commits), other metrics and tools mentioned in this section rely on diverse

data sources and types. Consequently, each metric, tool, or model is implemented using a

different subset of data with varying formats.

The development of a unified data model holds the potential to merge diverse data sources

and formats. This unified model facilitates the execution of various inner source metrics and

measurements. We are currently in the process of constructing such a unified data model for
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inner source measurement. A unified data model also helps in designing a suite of measure-

ment tools that can enhance a company’s processes and its software development through

inner source.

As shown, the researchmodel spans a broad spectrumof ongoing, recent, and unpublished

research in the inner sourcemeasurement domain. Each research aspect presented here plays a

role in the overall inner source research process, contributing to answering the overarching re-

search question of this dissertation. The thesis aims to address how to quantify inner source

for use within business processes. The literature analysis establishes the theoretical ground-

work by examining the suitability of specific algorithmic approaches for the inner source do-

main. The researchmodel outlines the progression of researchwhen conducting inner source

measurement-related studies. The work time estimation algorithm presented serves as an ini-

tial example of the research model. Currently ongoing research expands on it, demonstrates

the viability and usability of the proposed research model.

6.6 Future Research

Based on the research model and other previous research, several topics of interest for future

exploration can be identified.

One example is the development of predictive models for inner source (Hypothesis 2 of

the research model). In this context, the utilization of a machine learning model for business-

internal processes appears suitable, as indicated by our thematic analysis. Additionally, future

research should create additional measurement algorithms and models that complement the

existing work time estimation algorithm and the forthcoming framework.

Fromabusiness process perspective, further research should lookdeeper into strategicman-

agementdecisions influencedby inner source. Thismay involve enhancing existingor creating

new decision models. Future research should also develop more tools and models to support

the managerial processes.
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In addition to strategic processes, there is a need to enhance operational tasks when imple-

menting inner source. To be more specific, future research should develop comprehensive

transfer pricing models in the context of inner source, extending beyond the cost-based ap-

proach and modular reimbursement model discussed here.

Moreover, future research should conduct inner source adoption studies, not limited to the

algorithm presented in this thesis, but also incorporating ongoing research, particularly the

productivity metrics being developed. This approach will help determining the conditions

under which inner source adoption is higher (e.g., organizational principles, applied develop-

ment guidelines, established management processes). Measuring inner source productivity

will also help in identifying the actual impact of inner source on a company.

6.7 Key Findings

We are able to answer the overall research question of this dissertation by summarizing the

individual results we presented so far. The general goals of this thesis as we defined them in

Section 3 were achieved by addressing four distinct sub-research questions (P1-RQ, P2-RQ1,

P2-RQ2, and P3-RQ) in the three articles, followed by a comprehensive discussions.

From a business perspective, our findings indicate that inner source significantly influences

a wide range of business processes, including development-related aspects, accounting, and

managerial processes. Notably,manyof these processes are currently not alignedwith thehigh

frequency at which inner source contributions cross organizational boundaries. Through

our literature review, we gained a comprehensive understanding of how inner source impacts

businesses. Such an understanding is vital for the development of tools andmeasures that can

maximize the benefits of inner source.

Moreover, our research revealed that various tools and techniques canbe employed toquan-

tify inner source. Through thematic analysis, we identified algorithmic procedures that are

particularly well-suited for application within the inner source domain. Approaches that al-

low for the assessment of individual IP contributions (e.g. commits or system interactions)
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emerged as the most suitable for inner source quantification. The majority of the identified

tools and techniques are suitable as supportive approaches for inner source assessment. Cer-

tain methodologies, such as the classification of part- or full-time developers [54], can effec-

tively complement the presentedwork time algorithm. This classificationhelps to identify the

most viable algorithms and lays the groundwork for a large variety of inner source assessment

tools yet to be developed.

To answer the research question it is important to establish a connection between the the-

oretical foundations of the SLR and practical applicability. Thus, we designed an research

model, which shows a path how to progress from a research perspective in inner source mea-

surement and quantifying its impact on business processes. This research model illustrates

that both historical and predictive algorithms and methods must be developed, forming the

basis for strategic and operational tools in the realmof inner source. The researchmodel helps

in improving the adoption of inner source in the long run.

In terms of technical implementation, any inner source quantification should incorporate

the suitability analysis conducted during the SLR. We brought the theoretical groundwork

of the SLR and research model into practice by creating an algorithm capable of assessing

IP transfer (commits). The algorithm we introduced demonstrates the feasibility of measur-

ing and financially evaluating inner source contributions. While our solution was primarily

evaluated based on cost-based calculations, it lays the groundwork for the ongoing research

initiatives we presented. The majority of the ongoing research utilizes the work time estima-

tion algorithm or complement it to financially assess inner source development.

In our work, we selected the calculation of cost-based transfer prices as an illustrative im-

plementation example. Through tax calculations, we demonstrated the practical applicability

of the algorithm. This use case clarifies the integral role of the algorithm in addressing the re-

search question. This also sets the basics for a wide variety of cost basedmetrics and processes

in the inner source domain.
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7
Conclusion and Outlook

In this thesis, we enable the quantification of inner source for its application in business pro-

cesses, presenting several significant contributions toward this goal.

From a research perspective, this thesis establishes the theoretical groundwork for a com-

prehensive measurement of inner source. We identified the impact of inner source on busi-

ness processes and explored tools and techniques for its quantification. The analysis of these

tools and techniques revealed that while some basic algorithmic principles for inner source

measurement exist, a comprehensive solution is yet to be developed.

Furthermore, we developed an inner source researchmodel, designed to direct current and

future research efforts towards a unified understanding in the field of inner source measure-

ment. Additionally, we introduced an algorithm that estimates the time spent on software

development, facilitating the quantification of code contributions for use in cost calculations.

Beyond the algorithm, we highlighted the interdependence of other ongoing, previously

published, andunpublished research that builds upon the presented researchmodel andwork

time estimation algorithm. For instance, we discussed the extension of the algorithm to a

59



framework for more general work time-based inner source quantification. This framework

has the capability to handle not only commits but also a wide range of software development-

related and organizational data. The algorithm, along with the ongoing published and un-

published research, emphasizes the diverse research topics currently being explored. These

expand the current knowledge outlined in this thesis to various domains, ranging from trans-

fer pricing to business internal reimbursements for code contributions and productivity mea-

surements in inner source.

Overall, this dissertation not only establishes essential theoretical and practical foundations

but also paves the way for a broad spectrum of future research concerning the measurement

and quantification of inner source. The ultimate objective of this research is to promote the

adoption of inner source within companies. The findings presented in this thesis aid busi-

nesses in adapting to the open collaborative approach to software development, thereby fos-

tering more efficient software development, cost reduction, and increased developer satisfac-

tion - key benefits often associated with inner source initiatives [15].
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The Business Impact of Inner Source and How to Quantify It 

STEFAN BUCHNER and DIRK RIEHLE , Friedrich-Alexander-Universität Erlangen-Nürnberg, 

Germany 

Inner source software development is the practice of using open source practices for firm-internal software 
development. Practitioner reports have shown that inner source can increase flexibility and reduce costs. 
Despite the potential benefits of inner source, there has been little research on its impact on businesses and 
their processes. To address this gap, we conducted a systematic literature review that identified which busi- 
ness processes are affected by inner source development, particularly within the accounting and management 
domain. Our review revealed the need for new dedicated community building processes within companies. 
In addition, we examined computational tools and techniques that can be used to measure inner source de- 
velopment. We found that existing tools and techniques are insufficiently suitable to manage inner source 
processes. Based on this, we propose research topics for future work on quantifying inner source. 

CCS Concepts: • General and reference → Surveys and overviews ; Measurement;; Metrics • Software 
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→ Cross-organizational business processes; Business-IT alignment; • Social and professional topics →
Project and people management; Transborder data flow; 
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taxation, transfer pricing 
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1 INTRODUCTION 

Reacting flexibly to changes in rapidly evolving markets is crucial for companies that develop 

software as a core part of their products. Although agile software development makes it easier 
to adapt to customer needs, it often lacks general organizational flexibility, prompting companies 
to seek more agility on a larger organizational scale by adopting open-source principles for firm- 
internal software development [ 19 ]. 

Using open-source principles for internal development work is called inner source [ 60 ]. Rather 
than involving developers from outside the company, organizations apply the methods used in 
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open-source development to enable people to develop and improve projects or modules that are 
internally (as far as possible) unrestrictedly available [ 30 ]. Inner source development is closely 

incorporated into internal review cycles with early and frequent feedback, enabling close collab- 
oration across organizational boundaries [ 23 ]. 

Applying inner source to a company’s development process and organizational structure can 

provide numerous advantages, even if not all of them are directly measurable. Inner source can 

lead to higher-quality software components due to input and reviews from previously unincorpo- 
rated teams, better knowledge sharing, and increased employee satisfaction [ 11 , 55 , 60 ]. Moreover, 
inner source can facilitate component reuse, a characteristic of open-source software [ 52 ], which 

can make platform development more efficient [ 55 ]. This, in turn, can lead to a more streamlined 

development process that reduces time-to-market and lowers costs, as several studies have demon- 
strated [ 13 , 23 ]. 

The practical relevance of inner source is evident in the InnerSource Commons, an organiza- 
tion where both IT and non-IT companies come together to share and derive benefits from their 
experiences with inner source. According to a survey conducted by the InnerSource Commons, 
there is significant interest in inner source across a wide range of industry sectors. For instance, 
37.8% of the respondents worked in the technology sector, while nearly 19.5% were from financial 
services, and 13.4% represented healthcare and pharmaceuticals sectors [ 1 ]. Due to its numerous 
developmental and organizational benefits, inner source is gaining popularity in both academia 
and industry [ 23 ]. However, it is not yet widespread, and there are various reasons for this within 

different business domains. For example, management’s understanding of inner source or the de- 
velopers attitude toward knowledge sharing, as identified by Edison et al. [ 23 ]. Recent research 

has primarily focused on the cultural and operational aspects of inner source. While examining 

the existing economic advantages, such as cost reduction [ 13 ], might be a useful motivator for the 
widespread adoption of inner source, only a few papers have examined its impact on business pro- 
cesses outside of engineering and attempted to measure and quantify it. Previous research suggests 
that the barriers to introducing inner source can be high, particularly because it is still unclear how 

exactly inner source creates strategic economic value for companies [ 23 ]. 
From a developer’s perspective, inner source development may include contributing code across 

any organizational boundaries [ 12 , 13 ]. This type of development occurs frequently and involves 
unpredictable flows of IP across internal organizational boundaries, making it difficult to measure, 
quantify and predict for economic purposes [ 10 ]. However, as this article will demonstrate, existing 

tools and techniques are not easily applicable to the cross-boundary collaboration pattern of inner 
source. 

Being able to economically assess and quantify inner source development can serve as the foun- 
dation for a wide range of business applications. For instance, Capraro [ 11 ] developed a basic model 
for measuring code contributions in inner source. Buchner and Riehle [ 10 ] demonstrated that eco- 
nomic assessment of inner source is feasible, although they focused on a taxation use case and a 
more generally applicable approach is necessary. 

Failing to consider inner source quantification could result in significant harm, including illegal 
profit-shifting, as demonstrated in previous research [ 10 ]. This is due to cross-boundary code- 
flows between different taxable jurisdictions. The Organisation for Economic Cooperation and 

Development (OECD) has recognized software development as a significant challenge for tax of- 
ficials [ 49 , 50 ], and this is particularly relevant for inner source. Comprehensive measurement of 
inner source’s IP-flows and impact on the business is crucial from a taxation perspective. 

The purpose of this article is to examine the impact of inner source collaboration on a company’s 
operational and strategic processes and to suggest methods for measuring this impact to enhance 
effectiveness and innovation. Although our focus is on inner source development, we believe that 
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our findings can be applied to improve a wide range of business processes that are related to or 
influenced by software development within organizations. 

Moreover, this article aims to address the background and limitations of current economic as- 
sessment tools and techniques for businesses, and why they are inadequate for the inner source 
use case. The article examines both theoretical and practical aspects, discussing computational 
tools and techniques (such as algorithms, models, and methods) for measuring and estimating 

software-related efforts or costs, as well as exploring how inner source software development af- 
fects processes within the industry. The ultimate objective is to identify the connections between 

previously disconnected topics of theoretical effort estimation algorithms and business processes, 
particularly for their application within inner source. The end result is a comprehensive and inte- 
grated view of the topic of economic inner source assessment, encompassing multiple perspectives. 
Overall, this article presents the following contributions: 

—A survey of the effects of cross-boundary collaboration on businesses and their processes 
—A survey of existing computational tools and techniques for measuring economic impact 

of inner source development 
—An analysis showing how new computational tools and techniques can help solve existing 

challenges with inner source development and why no such algorithm exist yet 
—A presentation of potential future research topics connected to economic inner source as- 

sessment. 

The remainder of the article is structured as followed: Section 2 shows related work to economic 
assessment of inner source and explains the need for a review in more detail. Section 3 will give 
an overview of the research question of this article as well as the methodology used to answer it. 
Section 4 will then present the results of the conducted systematic literature review (SLR), followed 

by an in-depth discussion in Section 5 on how themes identified during the literature review are 
connected as well as their implications to current research. Section 6 will lastly outline how this 
article can contribute to future research followed by a conclusion. 

2 RELATED WORK 

Our goal is to understand the measurement of inner source development, how it affects business 
processes, and how to quantify it. We recognize that the economic assessment of inner source lies 
at the intersection of business processes and computational tools and techniques. Therefore, we 
will examine previous research in these two domains to gain a better understanding of the topic. 

2.1 Previous Inner Source and Business Process Research 

Numerous papers have defined inner source (e.g., [ 14 , 17 , 45 , 55 , 58 –60 ]), their benefits and chal- 
lenges (e.g., [ 13 , 55 , 59 , 60 ]) or took industry aspects directly into consideration (e.g., [ 27 , 46 , 55 ]). 
Edison et al. [ 23 ] published a literature review on inner source definitions, benefits, challenges, as 
well as research gaps. In addition to inner source specific research, many business processes and 

practices are also well defined within traditional economic research (outside of inner source). 
For the accounting domain, handling cost calculations (e.g., full absorption costing [ 5 ]) or 

account models for platforms [ 38 ] have already been established. Basic algorithms and sys- 
tem designs for comprehensive accounting with computer systems were established as early as 
1982/1996 [ 26 , 44 ]. In the realm of taxation, the OECD has established fundamental approaches 
that, as previously mentioned, are not entirely appropriate for software development [ 49 –51 , 63 ]. 
While the OECD has outlined the fundamental principles of taxation, these principles are becom- 
ing increasingly problematic when applied to software development, including inner source. 
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Various methods exist to measure a company’s success and aid in making strategic and oper- 
ational decisions in management. For instance, risk management is commonly approached [ 22 , 
39 , 57 ]. However, inner source development presents a challenge to traditional management ap- 
proaches due to its cross-boundary collaboration pattern. Those were designed for the application 

within one business entity only (e.g., cost calculation). Consequently, measuring costs, staff de- 
velopment, and processes become more challenging in inner source. Furthermore, while software 
management practices are well-established, they face new challenges when applied to inner source 
development, as this article will show. As a SLR, this research will closely examine the existing lit- 
erature, extending the work presented in this section. 

2.2 Open Topics 

The concepts, advantages, and obstacles of inner source are well-established. However, research on 

measuring inner source collaboration is insufficient. Capraro identified inner source collaboration 

patterns [ 11 ], while Buchner and Riehle developed an algorithm to measure work time [ 10 ]. Initial 
research on inner source measurement for management accounting has also been conducted [ 31 ]. 

Edison et al. [ 23 ] noted a lack of metrics for measuring improvements resulting from inner 
source initiatives. While they identified several areas where further research is needed (such 

as management, inner source adoption, and methodologies), their proposal for measuring in- 
ner source impact was brief and did not address how companies can tackle measurement-related 

challenges. 
Understanding the needs and basics for various inner source assessment metrics or tools helps 

answer the unsolved questions Edison et al. also proposed. 

3 METHODOLOGY 

This section gives an overview of the research question as well as the used methods. 

3.1 Research Question and Goals 

As previously presented, there has been limited research on the economic assessment of inner 
source development. Motivated by this gap, the present article aims to address the following re- 
search question: 

RQ: What is the economic impact of inner source on companies and how can it be quantified? 

To address our research question, we investigate the impact of inner source on business pro- 
cesses. In doing so, we examine existing computational tools and techniques that measure software 
development. We classify these tools and techniques and analyze their suitability for application 

within the inner source domain. 

3.2 Outline of the Paper 

The article is structured around two main perspectives: business processes and computational 
tools and techniques. Each perspective is considered separately before bringing them together. 

Figure 1 provides a detailed overview of the parts of the article, including the methodology 

applied for each section, the results obtained, and the primary question addressed. These parts 
also serve as a roadmap for the article and illustrate how they build upon one another. The first 
level in the figure (Part 1 and 2; Section 4 ) presents the findings of the SLR, which includes an 

explanation of the codes and themes generated during thematic analysis. The second level (Parts 
3a, 3b, 3c; Section 5 ) delves deeper into the artifacts resulting from the thematic analysis, examines 
their relationship, and discusses their implications for inner source. These insights can be utilized 

in future research to develop more robust economic inner source measurement models. 
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Fig. 1. Overview of the following sections, used methods, and results of the review. 

In detail, the goals of the parts are as follows: 

Part 1: In this section, we are analyzing existing literature to identify business processes and 

explore how they are impacted by inner source software development. 

Part 2: Here, we focus on the computational tools and techniques that can be used to measure 
software development within businesses. 

Part 3: We then demonstrate the interconnection between business processes, tools, and tech- 
niques by presenting: 

—Part (3a) A high-level thematic map that illustrates the general relationship between the 
themes identified in our SLR. 

—Part (3b) An in-depth excerpt of the high-level thematic map that explains how existing 

tools and techniques can be used to measure or support business processes. 
—Part (3c) Another in-depth excerpt of the high-level thematic map that highlights the suit- 

ability of certain tools and techniques for application within the inner source domain. 

3.3 Methodological Overview 

3.3.1 Research Process. To address the research question, two primary research methods were 
employed: The SLR by Kitchenham [ 37 ] and thematic analysis by Braun and Clarke [ 9 ]. These 
methods were used in combination, as they complement each other. Kitchenham’s SLR does not 
provide a detailed explanation of the data extraction and synthesis process, which is the main 

focus of Braun and Clarke’s thematic analysis. Both methods emphasized a non-linear/iterative 
approach. We followed this approach by repeatedly searching and filtering research (as suggested 

by Kitchenham) and then analyzing the data using Braun and Clarke’s thematic analysis as part of 
Kitchenham’s process. Therefore, we adopted the basic research process proposed by Kitchenham. 

Figure 2 shows in detail the performed research steps and how the two approaches work to- 
gether. The figure is divided into three columns, with the first two columns outlining the SLR 

steps proposed by Kitchenham, while the third column illustrates the thematic analysis steps as 
per Braun and Clark. 
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Fig. 2. Overview of the conducted research process based on Kitchenham [ 37 ] and Braun and Clarke [ 9 ]. 

The first column in our review outlines the planning steps, we undertook prior to conducting our 
review. These steps included analyzing the need for a review, specifying the research question(s), 
writing a review protocol, and evaluating it. In the following section, we provide more details 
about the review planning process, while the research question was already presented in a previous 
section. 

The second column shows the iterative steps of the conducted literature review: Identifying the 
research, selecting studies, assessing their quality followed by the data extraction and synthesis 
step. Kitchenham specified the data extraction and synthesis descriptively and not in all-detail. We 
used the thematic analysis framework from Braun and Clarke for these two steps of Kitchenham 

to be able to conduct our research. 
The third column then explains in detail the six thematic analysis steps for analyzing the lit- 

erature data: Getting familiar with the data, generating an (initial) code system (characteristics 
identified within the literature), followed by creating, reviewing, and naming themes (logically 

grouped codes), which are in the last step reported. Based on the created themes, their dependen- 
cies, and missing aspects the next iterations were conducted. 
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We conducted three major iterations to address our research question. In our first iteration, we 
identified that economic inner source assessment is influenced by two perspectives: business pro- 
cesses and computational tools and techniques. Although they are not completely independent 
from each other, they originate from different research backgrounds. The economic perspective 
is located within business-process research, while the tools and techniques are primarily located 

within the computer science domain. Therefore, we searched for relevant research papers in both 

domains using different search terms and analyzed them with different goals in mind. The follow- 
ing two sections will provide more detail about the steps we performed. 

3.3.2 Research Protocol. This section presents the details of the research protocol that we de- 
veloped for the SLR. Our protocol follows the order proposed by Kitchenham [ 37 ], and includes all 
the necessary information about the various steps we conducted. We created the protocol during 

the planning phase of our literature review. 

Need for review: We already explained the need for a review (first step in the process proposed 

by Kitchenham) in detail within the previous sections. The main motivation is that it is still unclear 
how inner source creates business value and the lack of metrics, therefore [ 11 ]. Previous research 

showed a low number of inner source tools and algorithmic procedures. Therefore, we conduct 
this review to identify how inner source impacts business processes and how existing tools and 

techniques can measure such impact. 

Evaluation: As part of our SLR, we followed the evaluation process described by Kitchenham. 
First, each author independently created a review protocol including research questions, keywords, 
qualitative criteria, and inclusion/exclusion criteria. We then evaluated each other’s protocols be- 
fore discussing and creating a mutually agreed upon version. We used the same approach for the 
research process itself, with each author conducting independent searches and proposing key find- 
ings that were then discussed together. Additionally, we solicited outside reviews from researchers 
in our research group who were not extensively versed in the topic. By following this evaluation 

process, we ensured the rigor and thoroughness of our literature review. 

Databases: We used the databases Google Scholar, IEEE Xplorer, ACM Digital Library, Springer 
Link, Ebscohost, Wiley, and Scopus. 

Identification process: The initial iteration of the review involved searching for fundamental con- 
cepts related to economic assessment and business processes. An essential component of the liter- 
ature identification process was the use of forward and backward searches, also known as snow- 
balling, which aided in the discovery of additional relevant information for answering the research 

question. 
During the first iteration, we recognized that our research spans across different fields of sci- 

ence, including economics and computer science, and has been published in various journals with 

different contexts, using a range of keywords and phrases. Therefore, we decided to split our search 

and iterations into two main topics: the business process side of inner source and the tools and 

techniques side, which includes algorithms, applications/tools, methods, and models. 
During our research, we found papers concerning different levels: Some were more theoretical/ 

algorithmic-based and aligned well with the inner source principle, some look rather at the broader 
business process impacts. Classifying those was part of the thematic analysis by Braun and Clarke, 
which helped to identify literature gaps for the next iteration. 

We realized that few inner source papers exist, particularly in the economic domain, where most 
methods are discussed without considering the software development method. Hence, during our 
selection and quality assessment, we looked through papers that do not directly relate to inner 
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source to understand the current research state of measuring cross-boundary collaboration. This 
influenced our choice of inclusion and exclusion criteria. 

Keywords: Following the two perspectives of business processes and computational tools and 

techniques, we used different keywords to identify relevant literature. Throughout our iterative 
process, we were able to expand our search terms by adding additional keywords. For both domains 
of review, we identified a common set of keywords related to software development approaches: 

(Inner source OR open-source OR collaborative development OR cross-boundary collaboration OR 

cross border collaboration OR internal open-source OR software engineering OR software development 

OR DevOps OR agile OR platform) 

That general search term was combined with the search term for each of the review domains. 
For the business process domain, the search term was: 

(Business processes OR management OR accounting OR controlling OR taxation OR transfer pricing 

OR organization OR businesses OR enterprises OR organizational principles OR organization forms 

OR absorption costing OR cost calculation OR project management OR risk management OR product 

management) 

For the tools and techniques domain, we used the following search term: 
(Software development OR programming OR ((cost OR effort) AND (calculation OR prediction OR 

estimation OR measuring OR quantifying OR computing OR calculating)) OR measurement OR KPI) 

Quality criteria: The most crucial qualitative criteria for our study were the peer-review status of 
the papers and their publication in a recognized journal, conference, or as a well-defined (technical) 
report. For instance, algorithms must be comprehensible and reproducible, particularly in the case 
of reviewed tools and techniques. In addition to peer-review, we also considered papers originating 

from well-known organizations in the relevant domain, such as the OECD for transfer pricing [ 49 , 
50 ]. Moreover, we limited our scope to English-language papers. To assess papers, we used the 
rigor and relevance criteria proposed by Ivarsson and Gorschek [ 33 ] in their technology evaluation 

method: To assess the rigor of a article, we evaluated (as proposed) whether the overall research 

context, study design, and validity (as well as threats to it) were discussed and to which extent. We 
evaluated practical relevance by examining the context and determining the degree of industry 

relevance (e.g., no student projects). 

Inclusion and exclusion criteria: We additionally examined all papers which fulfilled the qual- 
itative criteria toward their usefulness for our particular review. We have done this by defining 

inclusion and exclusion criteria. We included papers which 

—are connected to inner source measurement in general 
—present tools or techniques for measuring or predicting business (process) related aspects 
—address problems within businesses and their processes connected to cross-boundary col- 

laboration 

—calculate work effort or costs on different levels (code-level, project-level, or business-level) 
—give noteworthy insights useful for measuring inner source and affected processes 

We explicitly excluded papers which 

—have no thematic connection or usability within inner source, cross-boundary collaboration 

in general, or relate business processes 
—presented tools and techniques that are non-repeatable. That especially affects machine 

learning algorithms, mostly for cost calculation. 
—presented tools and techniques which are not adaptable to inner source development (not 

able to assess cross-boundary IP-flow) 
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Fig. 3. Number of publications per year. 

3.3.3 Thematic Analysis. We completed the data extraction and synthesis step of Kitchenham’s 
SLR by using thematic analysis, as proposed by Braun and Clarke [ 9 ]. We followed the steps out- 
lined in their methodology, as depicted in Figure 2 . Our analysis encompassed two distinct perspec- 
tives: business processes and computational tools/techniques. To ensure comprehensive coverage, 
we identified important aspects, referred to as codes, and organized them into logical groupings, 
known as themes. This process was conducted independently for both domains. 

Braun and Clarke [ 9 ] propose several approaches for thematic analysis. In this article, we chose a 
deductive approach [ 9 ], starting from the previously presented research question (economic inner 
source assessment) and analyze/extract step by step the information gathered by the previous 
iteration. In our case, we started to look into inner source assessment options and their business 
process influence first. Next, we analyzed the applicability to the inner source domain. 

Braun and Clarke distinguish between semantic and latent approaches to thematic analysis. 
While semantic analysis focuses on the explicit meaning of written aspects, latent analysis at- 
tempts to uncover the meaning behind the written words [ 9 ]. For our study, it is important to 

cover both aspects, as general patterns and algorithms can be analyzed by examining the initial 
goals of the papers. However, to fully understand the economic implications of inner source mea- 
surements, we also need to look beyond the surface-level meaning of certain papers. We have 
chosen to use a combination of both approaches, as only a few papers (especially those related to 

business processes) were originally written with inner source in mind. These papers need to be 
analyzed more deeply using a latent approach to extract their core aspects that are applicable to 

inner source. 

4 SYSTEMATIC LITERATURE REVIEW 

The following two subsections present the results of the SLR, divided into two parts: Part 1 focuses 
on the business process view of inner source measurement, while Part 2 focuses on the computa- 
tional tools and techniques view. 

Our SLR yielded 52 relevant papers across the business and computational tools and techniques 
domains. Our analysis identified 7 themes and 27 codes within these papers. While a majority of 
the papers were published within the last decade, the topic of inner source has garnered significant 
attention in recent years. Nevertheless, we also included older papers as they laid the fundamental 
economic and measurement foundations that still hold true today. Figure 3 displays the number 
of publications per year. 
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Table 1. Overview of Sources Per Theme 

Theme # of Sources Sources 

A - Management processes 17 [ 3 , 6 , 13 , 16 , 21 , 22 , 31 , 34 , 39 , 49 , 55 , 57 , 58 , 60 , 62 , 63 , 65 ] 

B - Accounting processes 21 [ 4 , 5 , 7 , 10 , 11 , 15 , 23 , 30 , 31 , 36 , 38 , 43 , 48 –51 , 53 , 62 –64 , 67 ] 

C - Development processes 17 [ 11 , 13 , 23 –25 , 28 , 30 –32 , 40 , 42 , 49 , 55 , 58 –60 , 68 ] 

D - Computation goals 12 [ 3 , 4 , 6 –8 , 16 , 29 , 36 , 54 , 56 , 64 , 67 ] 

E - Algorithmic procedure 15 [ 3 , 4 , 6 , 7 , 10 , 16 , 20 , 29 , 35 , 36 , 47 , 54 , 56 , 64 , 67 ] 

F - Data sources 19 [ 3 , 4 , 6 , 10 , 16 , 20 , 35 , 36 , 47 ] 

G - Development context 3 [ 7 , 8 , 61 ] 

Fig. 4. Themes and codes on the business process perspective of measuring inner source. 

Table 1 provides a concise overview of the sources used to identify various themes. In the follow- 
ing sections, we will delve into the specific themes and codes, providing background information 

on their origins and significance. 

4.1 Part 1: Business Process Embedding 

In our SLR, we identified various business processes and related aspects that are impacted by inner 
source and its measurement. Figure 4 shows the resulting themes (A, B, C) and codes. 

4.1.1 Theme A: Management Processes. The first important domain influenced by inner source 
are management processes which need to be adopted to fit the cross-boundary collaboration pat- 
tern of inner source (see Section 5 ). 

Personnel management . With the introduction of inner source, companies must carefully exam- 
ine Human Resources (HR) processes. One change brought by inner source is the flexible way in 

which projects are organized and collaboration is facilitated. Rather than fixed projects, developers 
are now more flexibly assigned [ 13 ], which consequently affects HR processes (e.g., recruiting and 

workforce planning) and not only project management itself. Performance management is also 

impacted, as middle management often fears losing personal performance goals when making 

contributions to other organizations [ 55 ]. 

Product management . Managing product development with inner source can be challenging be- 
cause contributions come from a large number of teams and departments, making it difficult to 

identify which department contributes to which extent [ 55 ]. This lack of clarity can make it harder 
for product management to track metrics accurately. Precise product management is crucial to 
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managing a product throughout its life-cycle [ 21 ]. Inner source can also affect strategic product 
planning decisions, such as the introduction of software platforms [ 55 ]. Therefore, management 
needs to understand how inner source affects their product management processes and how to 

design their product within the new development environment to derive maximum benefits from 

it. 

Project management . Cross-boundary collaboration patterns, such as inner source, have a signif- 
icant impact on project management [ 31 , 34 , 65 ]. As contributions are made across organizational 
boundaries, companies must adapt their project planning and monitoring processes accordingly. 
Additionally, involving different legal units alters a project’s risk management approach [ 22 , 39 , 
57 ]. To account for the impact of inner source, key performance indicators (KPIs) [ 3 , 16 ] and the 
Goal-Question-Metric (GQM) principle [ 6 ] are often used. It is crucial to ensure that these metrics 
and processes remain up-to-date when introducing inner source. 

4.1.2 Theme B: Accounting Processes. Besides management tasks various accounting processes 
are also impacted by inner source. 

Transfer pricing . One important accounting process is the calculation of the value of IP contribu- 
tions that flow across legal boundaries, also known as transfer pricing, which is used in taxation. 
The OECD has defined various well-established methods for calculating such a price [ 43 , 49 , 51 , 53 ]. 
However, when using inner source, the choice of method is still unclear since inner source contri- 
butions frequently cross organizational boundaries [ 10 , 48 ]. Organizations such as the OECD and 

United Nations (UN) have recognized new software development methods and their potential use 
as problem domains regarding profit shifting [ 49 , 50 , 63 ]. 

This problem was not only by companies and tax officials but also within the context of inner 
source businesses [ 30 ]. Researchers have already begun to develop initial approaches to solve this 
problem [ 10 , 15 , 31 ]. 

Profit calculation . Introducing inner source development can make accurately assigning value to 

individual contributing organizations challenging [ 10 , 58 ], complicating profit calculation from an 

accounting perspective. Accurate profit and cost calculation are crucial for optimizing operational 
processes [ 62 ] and making informed strategic decisions. As companies adopt inner source, it’s 
essential to adapt profit calculation processes to account for this new dynamic. 

Cost calculation . Calculating costs for single departments, or cost centers, is a well-established 

task. However, in inner source, where code flows across organizational boundaries, it becomes 
more challenging to assign development costs to individual cost centers using traditional cost 
calculation approaches such as absorption costing [ 5 ]. 

Previous research [ 10 , 11 , 31 ] has proposed measurement and calculation methods to address 
this issue in inner source. However, a complete solution has yet to be presented. 

Cost estimation . Predicting the future cost evolution is a crucial task in cost accounting, and it 
is influenced by inner source. Cost estimation plays a vital role in various steps throughout the 
product’s life cycle [ 7 ], including maintenance [ 67 ]. Many papers have conducted cost estimation 

within agile environments, such as those by Bilgaiyan et al. [ 7 ], Karna et al. [ 36 ], and Usman 

et al. [ 64 ]. However, these models are not sufficient for use within inner source (as discussed in 

Section 5 ), and further research is necessary to adapt them accordingly. 

Accounting for software development . In addition to identifying the general accounting processes 
that are influenced by inner source, we have also found that there are some initial approaches 
on how to account for software engineering in this context. The solutions we have come across 
include general approaches [ 4 ], dedicated inner source approaches [ 31 ], and those for platform 
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organizations [ 38 ] where inner source plays a significant role. However, to date, no complete so- 
lution for accounting in inner source has been presented, and further work is needed in this area. 

4.1.3 Theme C: Development Processes. Next to dedicated management and accounting 

processes, we also identified aspects related to the software development process that are worth 

mentioning. 

Cross-boundary collaboration . Inner source involves not only the artifacts produced by software 
projects, but also the way in which workflows and processes are organized to enable collaboration 

across organizational and legal boundaries [ 11 , 23 , 55 , 59 , 60 ]. As such, inner source becomes deeply 

integrated into the organizational structure of a company, not just its development teams. 
It is important to note that not all traditional organizational forms (such as functional, divisional, 

or matrix structures) are ideal for developing cross-boundary projects. In fact, the functional orga- 
nization can even be detrimental to software development [ 28 ], while a matrix organization may 

have limitations when it comes to large-scale organizations [ 25 ]. 
There are some existing organizational forms that are designed to support the development of 

complex products or systems, such as project-based or platform-based organizations [ 32 , 40 , 55 ]. 
However, there is still no ideal solution for organizing large-scale, high-frequency development 
work like inner source, even with the use of agile development methodologies [ 42 ] and existing 

best practices and guidelines (such as those outlined by Smite et al. in 2017 [ 68 ]). 

Development practices . Inner source is deeply integrated into businesses’ software development 
practices, largely due to the high-frequency, peer-review aspect that is adopted from open-source 
development [ 13 , 24 , 58 ]. Adopting inner source requires companies to rethink their code review 

processes, how they organize documentation, and how they handle contributors [ 59 ]. Inner source 
also impacts engineering organization and processes in general, such as DevOps [ 66 ]. 

Community building . Inner source requires new processes to be introduced, particularly for com- 
munity building. To be successful, inner source relies on building communities within the com- 
pany, which can be achieved through new exchange platforms [ 59 ]. It is also important for com- 
panies to exchange best practices with other companies that are executing inner source, such as 
through the InnerSource Commons [ 2 ]. Incentivization schemes [ 13 , 18 , 59 ] and related processes 
are essential for building communities and leveraging inner source within the company. 

4.1.4 Concluding Business Process Perspective. In Part 1, we have demonstrated that inner 
source has an impact on various business processes, including management, accounting, and com- 
munity building. Inner source necessitates the introduction of new development processes, and as 
a result, established processes such as personnel, project, and product management need to be 
adjusted to maintain their effectiveness. Similarly, accounting processes, such as transfer pricing, 
profit calculations, and cost estimation, require modifications to adapt to the inner source model. 
Unfortunately, there is a lack of tools and principles for accurate accounting in inner source. 

One of the key challenges we identified is the potential for inaccurate cost and profit calculations 
due to the cross-boundary collaboration pattern of inner source. These calculations are crucial for 
many strategic and operational decision-making processes within companies. The importance of 
cost calculation in business is emphasized by the International Federation of Accountants (IFAC): 

“Costing is inextricably linked to the organization’s flow of resources to produce goods and ser- 
vices. The more accurately a costing model or system represents the operational flow of resources 
within an organization, the more clarity decision-makers will have in using cost data.” [ 62 ] 
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The accurate measurement of cost and profit flow between organizational units is essential to 

fully realize the benefits that inner source offers. 

4.2 Part 2: Computational Tools and Techniques Embedding 

Part 1 provided an overview of how the introduction of inner source can impact business processes. 
In Part 2, we will examine existing computational tools and techniques that businesses can use for 
economic assessment. 

4.2.1 General Aspects. The purpose of this article is not to provide a comprehensive review and 

classification of all software effort estimation algorithms, tools, methods, and models. Instead, the 
aim is to identify and categorize computational tools and techniques that can be generally applied 

to inner source software development and can help solve business process-related challenges. 
We classify a tool or technique as generally suitable for solving inner source challenges if it in- 

volves little to no manual work and is, therefore, computable and reproducible. We exclude manual 
work because certain business processes, such as taxation, require reproducible and extensively 

documented decision-making. Moreover, including non-computable tools and techniques is not 
a suitable option for inner source due to its high-frequency nature (code contributions are made 
by the minute). To be suitable for our analysis, the tools and techniques must be able to identify 

individual contributions or evaluate cross-boundary collaborations, as most of the problems with 

existing business processes stem from inner source characteristics. 
It’s important to note that this article is not an accurate estimation of which topics are being 

researched more frequently or recently. Instead, we focus on the general algorithmic applicability 

to the inner source pattern. In addition, we take into consideration reviews, as they present the 
most important findings concisely. 

Many of the reviews we identified focus on a specific methods, technologies, or approaches such 

as agile development or neural networks. We conducted a thorough review of relevant tools and 

techniques until further reviews did not yield any new insights related to measuring inner source. 
Figure 5 outlines the themes (D, E, F, G) and corresponding codes identified during our thematic 

analysis. Detailed background information on the origin and motivation of this coding will be 
presented in the following sections. Table 2 maps the identified papers to their codes and themes, 
in addition to Figure 5 . While some papers stated their approach, others required deeper analysis 
to identify their methods or classifications. For instance, some approaches were found through 

literature reviews, while others required examination of the calculation goal. 

4.2.2 Theme D: Computation Goals. Our research revealed that existing tools and techniques 
have been developed to serve various computational objectives. Some are specifically designed for 
management purposes, while others prioritize historical or predictive calculations. It is important 
to classify these tools and techniques in order to determine their suitability for the different types 
of business processes discussed earlier. A detailed discussion of this classification will be presented 

in Section 5 . 

Measuring for management . Many of the tools and techniques designed for software engineering 

are intended for various management tasks, such as calculating frequently used measurements like 
KPIs [ 3 , 16 ], implementing the GQM model [ 6 ], or determining the contribution of developers to 

development [ 29 ]. In inner source, management metrics can be used to address the fear of middle 
managers not meeting their performance goals, as previously discussed [ 55 ]. 

Measuring cost/effort . A wide range of tools exists for measuring effort in software engineering, 
serving various purposes such as optimizing production processes [ 4 ], monitoring development, 
identifying bottlenecks, and future planning [ 29 ]. The focus of these tools is often on calculating 
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Fig. 5. Themes and codes on the computational tools and techniques perspective of measuring inner source. 

historic data, and different approaches have been used to achieve this goal, such as analyzing 

system interactions [ 29 ] or classifying work-time (part-time/full-time) [ 56 ]. 

Predicting cost/effort . We also identified tools and techniques designed to make predictions re- 
garding software development cost and effort. While some of these tools have a more general 
focus [ 36 ], others were developed for specific purposes, such as maintenance [ 67 ], agile develop- 
ment [ 7 , 64 ], or for use with open-source software [ 54 ]. Some of these tools and techniques have 
a long history, dating back to the 1980s with the development of one of the first cost estimation 

models, COCOMO [ 8 ]. 

4.2.3 Theme E: Algorithmic Procedure. The tools and techniques used in the literature encom- 
pass a wide range of procedures to conduct their calculations. Many of the identified articles relied 

on intuitive calculations for aspects that are easy to quantify, while allocating less emphasis on 

quantifying social impact factors. In the following sections, we will delve into the suitability of 
specific approaches for their application within inner source. 

Code analysis . One possible method for assessing inner source is analyzing the written code, 
which can involve either the code currently under development (code committed) [ 4 ] or more 
general metrics based on the final product’s source code [ 67 ]. 

Commit data analysis . In addition, it is possible to analyze the commit data beyond the code that 
is generated during the development process. The approaches we identified are mostly based on 

mathematical calculations using lines of code and timestamps [ 10 , 47 ]. This approach is especially 
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Table 2. Mapping between Papers and the Identified Aspects (Codes and Themes) 
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[ 7 ] R x x x x x 
[ 35 ] A x x x 
[ 67 ] R x x x x x x x x 
[ 36 ] A x x x x 
[ 47 ] A x x x x x 
[ 4 ] A x x x x x x 
[ 56 ] A x x x x x 
[ 54 ] A x x x x x 
[ 29 ] A x x x x 
[ 20 ] T x x x x x 
[ 3 ] M x x x x x x 
[ 16 ] M x x x x x x x x x 
[ 6 ] M x x x x x x x 
[ 64 ] R x x x x x x x x 
[ 8 ] A x x x 
[ 10 ] A x x x x x x 

A = Algorithm; M = Metric; R = Review, T = Toolset. 

suitable for inner source development and has already been applied to it [ 10 ], as commit data 
represents the lowest logical level of IP contributions made. 

People-related metrics . We also identified the use of people-related information as useful for esti- 
mating inner source. This includes information such as whether a person is part- or full-time [ 47 ] 
or the developer’s experience [ 54 ]. This information may be usable for people-related management 
processes, such as within KPI/GQM calculations [ 3 , 6 , 16 ]. 

(System) interactions . Another method is to utilize interactions with different internal systems 
within businesses [ 4 , 29 ] and base further calculations on the measured interactions, sometimes 
called activity-based [ 67 ]. 

Development process and data analysis . Moreover, it is possible to base measurements on insights 
into the development process itself, such as sprints [ 36 ]. This information can also be integrated 

into tools such as GrimoireLab [ 20 ], which is already used for analyzing inner source. Additionally, 
management calculations often rely on measuring these processes. 
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It is worth mentioning that a wide variety of mathematical approaches were used in the stud- 
ies reviewed. Linear regressions were employed in most cases (e.g., [ 10 , 47 ]) to varying degrees, 
and statistical analyses were also utilized (e.g., [ 10 , 35 , 56 , 67 ]). These papers were additionally 

highlighted in Table 2 to indicate the use of mathematical methods. 
We will not look closer into the vast array of machine learning algorithms and concepts avail- 

able, as they are typically developed for specific purposes, and their transferability must be eval- 
uated independently in each case. 

4.2.4 Theme F: Data Sources. In our review, we found suitable data sources for economic as- 
sessments of inner source. These sources can be particularly useful for newcomers to inner source 
measurement, providing an overview of the necessary data for accurate measurement. 

Organizational data . Organizational data is crucial for many business processes that are influ- 
enced by the cross-boundary collaboration pattern of inner source (see Part 1). Having accurate 
and easily accessible organizational data helps companies adjust their processes to fit the inner 
source paradigm, thereby avoiding unnecessary risks. Such data can include the company’s struc- 
tures, such as teams and hierarchies [ 16 ], as well as employee numbers [ 20 ]. 

Commit data . Commit data is a vital source of information for measuring software development, 
as a large number of tools and techniques rely on it. Therefore, commit data is necessary for 
measuring inner source development. Commit data is one of the most critical data sources for 
inner source assessment, and it has already been used in dedicated inner source measurement 
research [ 10 , 12 , 31 ]. 

Planning data . Some identified papers have used planning data related to software projects, 
such as start and end dates [ 3 ], use-cases for analyzing functions and story-points [ 35 ], or sprint 
data [ 36 ]. However, these have not played a major role in the research dedicated to inner source 
that we identified. 

Financial data . Although it is not often explicitly mentioned, financial data is an essential 
data source. As many of the tools and techniques directly or indirectly calculate costs or prof- 
its (e.g., [ 10 ]), the use of financial data is necessary. 

Individual timetables . Our review also showed that data from various software systems used 

within companies can prove useful in inner source assessment. We identified techniques that rely 

on the time worked by individual people [ 6 , 16 , 47 ] or that require such data as additional input [ 4 ]. 
The Grimoirelabs tool [ 20 ] integrated meeting and communication data (Slack, Telegram, and E- 
Mails) as well as data from ticket systems (like Jira) for their analysis. 

To summarize, the various data sources we presented can be used individually or in combina- 
tion to perform comprehensive inner-source analyses and adapt business processes accordingly. 
While some dedicated measurement approaches for inner source have utilized single sources, a 
comprehensive tool has not yet been presented. 

4.2.5 Theme G: Development Context. Although it plays a minor role in addressing inner source 
measurement challenges, the context in which the tools and techniques were developed is a note- 
worthy aspect that we were able to identify. 

Commercial . Some tools and techniques (which we have reviewed to a lesser extent) were devel- 
oped within a commercial environment. For example, Price System developed a parametric cost 
estimation system for hardware development in the 1960s and 70s [ 61 ]. However, since commercial 
systems are usually not freely available, they are not the focus of our research. 
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Semi-Commercial . Other tools and techniques were developed in a commercial context but are 
publicly available through research publications or books. Examples include the Cocomo model [ 8 ] 
and (Wideband) Delphi [ 7 , 8 ]. 

Research-Related/Non-Commercial . The majority of the reviewed papers (not previously men- 
tioned) originate from research or non-commercial contexts, although they might be used in com- 
mercial contexts. 

5 PART 3: THEMATIC MAP 

This section brings together Parts 1 and 2, identifying the relationship between the business pro- 
cesses affected by inner source and existing measurement approaches for software development. 
Part 3 is split into three sub-parts (3a, 3b, 3c), with 3a providing an overview and 3b and 3c ana- 
lyzing the most important relationships and implications in-depth. 

5.1 Part 3a: Thematic Map 

In the following, we will present the thematic map created within the research process as 
proposed by Braun and Clarke within Step 3 of the thematic analysis (See Figure 2 ). Braun 

and Clarke suggest creating a mind map (also called a thematic map) during the research. 
Consequently, all the connections between the themes and codes and the following in-depth 

discussions are based on the already presented results of the SLR and related literature (Section 5 ). 

Fig. 6. Thematic map showing theme rela- 

tionships. 

Figure 6 presents a high-level thematic map that de- 
picts the themes in the two review domains (business 
processes, tools, and techniques) and the general con- 
nections between them. In the following sections (Part 
3b and 3c—Sections 5.2 and 5.3 ), we will examine these 
themes in more detail. Since not all themes are equally 

related to each other, we have categorized the connec- 
tions into different types to make them easier to un- 
derstand. 

Close connections: Themes that are closely con- 
nected share codes that are somehow related to each 

other. This means that these themes have a similar 
way of working, solve similar problems, or have simi- 
lar logic behind their classification. We have identified 

two main connections between the themes. Firstly, all 
business processes are related to the goals of the iden- 
tified tools. Secondly, the way the tools and procedures 
work is closely related to their goals, as these tools and 

techniques are designed to solve problems that occur 
in similar business situations. 

Loose connections: Themes with a loose connection 

are related to each other, but their processes, tools, 
and techniques do not impact each other in a centrally 

important way for the economic inner source assessment. For example, the computational goals 
(Theme D) and algorithmic procedures (Theme E) of tools and techniques are influenced by the 
available data sources (Theme F), but are not of central importance to them with regards to in- 
ner source measurement. The same is true for the business processes influenced by inner source 
(Themes A to C). 
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Fig. 7. Overview over the connections between the codes connecting the business and algorithmic view. 

No connections: Theme G has no connection to any of the other themes. This is because the 
development context of a tool or technique (if it is a commercial product or a research article) does 
not play an important role in solving the inner source business measurement problems. 

In particular, themes that are closely related are of particular interest in this article. They are 
discussed in more detail in the following sections. 

5.2 Part 3b: Business Process and Tools and Techniques Dependencies 

The following section details the link between the identified business processes and tools and 

techniques. Figure 7 displays four boxes, with the top three representing the business processes 
impacted by inner source (Themes A to C), and the bottom representing the objectives of the tools 
and techniques analyzed (Theme D). The figure illustrates the interconnection between the themes 
in both domains. 

5.2.1 Dependency Analysis. After reviewing the literature, it became apparent that the goals 
of computational tools and techniques (Theme D) cannot be entirely separated from the business 
processes affected by inner source (Themes A to C). This is due to the fact that the majority of the 
analyzed tools and techniques were originally designed to serve specific business purposes, such 

as calculating maintenance costs or estimating work time. As a result, these tools and techniques 
are intertwined with the business processes that they support. 

Figure 7 illustrates that some processes in software development focus exclusively on either 
historic calculations (e.g., transfer pricing, cost calculation, Theme B) or estimations/predictions 
(e.g., cost estimations, Theme B), while others require both (e.g., profitability calculations in Theme 
B, or personnel management, product management, and project management in Theme A). 

Tools and techniques aimed at predicting cost or effort (Theme D, see Table 2 ) are best suited 

for prediction-oriented processes, such as management processes and profit/cost estimations in 
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accounting. Conversely, tools and techniques designed to measure historic cost or effort are better 
suited for history-oriented business processes, like cost calculation and transfer pricing. 

Additionally, tools and techniques classified under the “Measuring for management” code 
(Theme D) are well-aligned with the management-related processes of inner source (Theme A). 
For example, KPI calculations are more suitable for addressing the project management challenges 
of inner source. 

These findings highlight the importance of measuring software development, particularly in 

the context of inner source. Inner source development impacts a wide range of business processes 
(Theme A to C), and being able to accurately measure it using the proposed tools and techniques 
(Themes D to G) can help address various challenges associated with inner source development. 

5.2.2 Business and Research Implications. After conducting a thematic analysis, we found that 
inner source has a significant impact on various strategic and operational business processes be- 
yond software development, such as accounting (see Theme B) and management (see Theme A). To 

effectively implement inner source, new community building and incentivization processes need 

to be introduced (see Theme C). 
While several tools and techniques have been designed to support traditional development en- 

vironments (see Theme D), not all of them were originally intended for inner source. Many were 
created for predictive or history-oriented business processes outside of inner source. Therefore, 
future research on inner source measurement should focus on making predictions and calculating 

historic events specifically with inner source in mind, in order to comprehensively handle it. 
To provide guidance for future inner source measurement tools or models, we need to further 

examine the codes and themes in our analysis to identify which tools and techniques are better 
suited for the inner source paradigm, and which may require significant adjustments by future 
researchers. This will help create a comprehensive inner source measurement tool or model that 
can assist with as many business processes as possible. 

5.3 Part 3c: Computational Tools and Techniques Usability Analysis 

This section examines the applicability of certain tools and techniques for the inner source domain 

by analyzing their procedures (Theme E) and goals (Theme D). 
Figure 8 illustrates the relationship between Themes D and E in detail. The figure consists of 

two main boxes, with Theme D (Gray) representing the computational goals and Theme E (White) 
representing the algorithmic procedures used. The figure depicts the identified procedures, classi- 
fied by their suitability for specific calculation purposes, and how they relate to the computational 
goals of the algorithm. It provides an overview of the suitability of tools and techniques for apply- 
ing certain procedures in inner source calculations or predictions. 

Although we initially selected tools and techniques that are generally applicable to cross- 
boundary collaboration, not all of them are equally suitable for use in inner source or in all situa- 
tions that come with it (e.g., predictive vs historic calculations discussed in Section 5.2 ). We have 
classified these tools and techniques into three basic types: 

(1) Well-suited approaches: These tools and techniques are easily applicable to the cross- 
boundary pattern of inner source. 

(2) Supportive approaches/approaches suitable with minor adaptations: These tools and tech- 
niques can be used in inner source with minor adjustments or provide additional support 
for other tools and techniques. 

(3) Approaches suitable with major adaptations: These tools and techniques may be generally 

applicable to inner source but require major adjustments to benefit inner source. 
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Fig. 8. Overview over the connections between the goals and procedures of computational tools and 

techniques. 

Our main focus is on the ease of assessing individual cross-boundary contributions (transfers) 
with the identified tools and techniques, as these represent the most elementary part of inner 
source development. 

5.3.1 Inner Source Usability Analysis. 

Well-suited approaches . Tools and techniques in this category are easy to apply to the cross- 
boundary pattern of inner source. Some are well-suited for retrospective calculations, while others 
are well-suited for predictive calculations. 

For retrospective calculations using historic data, tools, and techniques that support cross- 
boundary collaboration are ideal. Examples include individual system interactions [ 4 , 29 ] and 

commit data [ 10 ]. These tools are directly assignable to contributions and are easy to use in man- 
agement and accounting processes presented with Themes A and B. 

To make predictions, a dedicated machine-learning model might be suitable, although specific 
machine learning solutions were not the focus of this review. The applicability of machine learning 

heavily depends on the goal and the business environment. 

Supportive approaches . Tools and techniques in this group are usable for other tools and tech- 
niques as input or are suitable after minor adaptations. 

Various tools and techniques fit into this category. Source code analysis, for example, may not be 
directly related to the transferred intellectual property, but it can enable code metrics (e.g., code 
complexity) on a commit level [ 4 , 67 ]. The same is true for people-related metrics such as full- 
and part-time handling [ 56 ]. Moreover, management metrics and methods like KPI calculations 
can provide value support and validation information for potential future inner source tools and 

techniques developed in research and business [ 3 , 6 , 16 ]. 
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Although manual methods were not actively reviewed, in this article, some of the methods 
mentioned in the literature, such as expert judgments, planning poker, and the Delphi method [ 7 ], 
are suitable for validation purposes of future tools. However, using manual inputs should be the 
exception, as it is time-intensive for the large amount of high-frequency inner source contributions 
and not easy to include in future software tools. 

Approaches suitable with major adaptations . Tools and techniques in this category require sig- 
nificant modifications to be suitable for the inner source paradigm. Within this group, we have 
identified only predictive algorithms. 

For example, function point/Use-case estimation, often used for effort estimation [ 35 ], does not 
always capture the fine-grained level of flexibility required for inner source contributions. Further 
research is needed to investigate how these methods can be adapted to meet the needs of inner 
source development. Similarly, sprint-based calculations (e.g., [ 36 ]) do not directly correlate with 

inner source IP transfer, but may provide valuable insights after appropriate adjustments have 
been made. 

5.3.2 Business and Research Implications. We classified several tools and techniques and found 

that most of them require significant adjustment to be suitable for use in inner source, while only 

a few are well-suited for economic assessment in inner source. The supportive approaches that are 
well-suited for inner source deal with data structures that are directly assignable to transferable 
work within inner source, such as commits and system interactions. 

One key takeaway from our classification is that most of the existing tools and techniques were 
not developed with inner source in mind, and therefore, require major or minor adaptations for 
use in inner source. Furthermore, the tools and techniques that are applicable to inner source were 
developed for specific use cases, such as transfer pricing [ 10 ]. 

To address these issues, we propose future research to integrate all suitable approaches into a 
tool that is specifically designed for the economic assessment of inner source. Such a tool would 

enable companies to adjust their processes and take advantage of all the benefits that inner source 
has to offer. 

5.4 Key Findings 

The goal of this article was to identify the economic impact of inner source on businesses and their 
processes, and to determine how such an impact can be quantified. Through thematic analysis and 

the resulting thematic map, we are able to answer our initially proposed research question. 
We discovered that inner source affects a wide range of business processes within manage- 

ment and accounting (Part 1, Themes A to C). We also found that existing software development 
practices, such as code review and documentation handling, need to be adapted to facilitate inner 
source. Furthermore, new processes for community building, such as inner source incentivization, 
need to be implemented to fully capitalize on the benefits of inner source. 

Regarding quantification, we found that although many computational tools and practices exist 
to measure software development and support existing business processes (Part 2, Themes D to 

G), most are not yet suitable for handling the cross-organizational collaboration patterns of in- 
ner source (Part 3). We identified preliminary data sources and procedures capable of handling 

cross-organizational IP contributions that are well-suited for measuring inner source and related 

business processes. 
As a result, future research should focus on developing tools and techniques that are capable 

of handling inner source flows and applying them within businesses. Additionally, we identified 

the need for both predictive and retrospective calculations to comprehensively cover inner source 
measurement. 
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6 OUTLOOK AND CONCLUSION 

6.1 Limitations 

In this section, we will discuss the limitations of our findings using the trustworthiness criteria 
proposed by Lincoln and Guba [ 41 ]. These criteria include credibility, confirmability, transferabil- 
ity, and dependability. 

Credibility refers to whether the findings reflect the reality. In our work, we limited our review to 

literature sources only, as described in our review protocol in Section 3.3 . While we did not directly 

include findings from industry through interviews or case studies, we mitigated this limitation by 

carefully selecting papers dealing with case studies or reviews handling industry perspectives and 

feedback. By doing so, we were able to integrate multiple industry perspectives in a thoroughly 

evaluated manner, as we checked the quality criteria of the papers and assessed their practical 
relevance. 

Confirmability refers to avoiding researcher bias. We ensured confirmability in our review by 

having both authors conduct an independent review and thematic analysis and agreeing on the 
findings afterward (inter-rater reliability). Additionally, we only included peer-reviewed papers 
and other literature reviews to reduce the risk of researcher bias. 

Transferability refers to the applicability of the findings outside of the article scope. We 
recognize that only a few papers we identified have directly taken inner source into consideration, 
as research in that domain is not yet widespread enough. However, we addressed this limitation 

by considering articles outside the inner source domain and reviewing the applicability of the 
identified tools and techniques to the inner source domain, as presented in Section 5 . Moreover, we 
limited our literature review to reproducible tools and techniques (e.g., no machine learning) that 
involve (almost) no manual work. This enabled the transferability of the findings to a wide range 
of business processes and development measurement domains outside the review scope of inner 
source. 

Finally, dependability refers to the replicability of the study design. While our chosen study 

design may limit dependability, we provided all the information proposed by Kitchenham [ 37 ] 
to ensure replicability. This includes a detailed review protocol, executed steps, key words, and 

quality criteria. We also provided the thematic maps created throughout our research process, 
following Braun and Clarke’s [ 9 ] thematic analysis, to ensure transparency. 

6.2 Broader Research Influence 

The economic assessment of inner source provides a foundation for addressing the research ques- 
tions posed by Edison et al. [ 23 ]. They identified a lack of clarity regarding how improvements 
in management through inner source can be measured, and our review has shown that tools and 

techniques capable of performing predictive calculations are essential for managing inner source- 
related processes. 

Additionally, Edison et al. stated that the creation of business value through inner source is 
unclear. Our research lays the groundwork for answering this question by providing an overview 

of how inner source metrics should be created to comprehensively measure its impact. 
Moreover, economic assessments of inner source can be crucial tools for a wide range of re- 

search agendas based on economic implications, extending beyond inner source development to 

accelerate general economic and software-related research. 

6.3 Future Research Propositions 

Based on the results of our SLR and thematic analysis, we propose several aspects for future re- 
search. First, future research should focus on developing comprehensive tools and techniques to 
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assess the impact of inner source on businesses and their processes. Such tools should integrate a 
wide range of data sources, including system and process data, in addition to commit data as used 

in current solutions (e.g., Buchner et al., 2022). 
Another important challenge is to quantify the social aspects of inner source development, 

which can provide valuable insights into inner source adoption and team dynamics. To address 
this, further research should extend existing work on inner source community building and in- 
centivization, and measure their impact. 

In addition to retrospective tools and techniques, future research should also explore predictive 
algorithms dedicated to inner source development. This would help improve inner source plan- 
ning and control, and provide valuable insights and improvements for both research and business 
through the use of machine learning algorithms. 

To facilitate the introduction and management of inner source, we propose building one or 
more inner source measurement and accounting tools that can comprehensively deliver all nec- 
essary information. These tools should also be able to easily adapt existing processes to this new 

paradigm. 
To measure the impact of inner source on businesses and their processes, we recommend con- 

ducting case studies that evaluate the usability of inner source measurement tools. We found that 
inner source influences a company’s way of organizing their development teams and overall orga- 
nizational structure (e.g., functional vs. platform organization, as discussed in Part 1). Therefore, 
we propose further research to measure the performance of different organizational structures and 

compare them with the application of inner source in terms of efficiency. 

6.4 Conclusions 

In this review, we analyze two perspectives on assessing economic benefits of inner source: the 
business process perspective (Part 1) and the tools and techniques perspective (Part 2). We then ex- 
plore how these tools and techniques align with the business processes influenced by inner source, 
particularly for management and accounting. Additionally, we conduct an analysis of which types 
of tools and techniques are well-suited to handle business processes affected by inner source, and 

identify areas that require further research. 
Our key finding is that current tools and techniques are insufficient to provide a comprehen- 

sive assessment of the economic benefits of inner source. Existing tools and techniques that are 
applicable to inner source rely on data sources and procedures that can identify cross-boundary IP 

flow. Future research should focus on developing predictive and retrospective directed processes 
that can handle these assessments more effectively. 

Overall, this SLR lays the foundation for potential future research that can improve inner source 
adoption, making it easier for companies to become more efficient and agile in responding to new 

market needs.COMP: Please move the funding information to the first page footnote. 
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Abstract

Inner source is the use of open-source practices
within companies. It enables more efficient
software development, shortens time-to-market,
and lowers costs through increased company-internal
collaboration. While existing studies examine social
and organizational impact factors on inner source
adoption, only a few have looked at measuring and
economically assessing inner source. This article
presents an overview of current research regarding
inner source, its measurement, economic assessment,
and impact on businesses and their processes. Based on
a systematic literature review we build a research model
for economic inner source assessment. This research
model shows thematic dependencies between the
economic impact of inner source and its measurement.
Additionally, it proposes research questions and
hypotheses on measuring, economically assessing, and
subsequently adopting inner source.

Keywords: Inner source, open source, economic
assessment, systematic literature review, research model

1. Introduction

When companies make use of inner source for their
software development, they apply open-source practices
within their organization (Capraro & Riehle, 2016).
This means they open their repositories for internal
re-use and incentivize developers of other teams and
organizations to contribute to their software (Gruetter
et al., 2018). In inner source, companies do not
develop publicly available repositories as common in
open source, but adopt its peer-review characteristics
and early feedback cycles (Edison et al., 2020).

Inner source brings various advantages not only for
development but also for organizational and general
business aspects of companies. One important reason
for adopting inner source is the higher code quality

(Stol & Fitzgerald, 2015). It also increases employee
satisfaction (Capraro, 2020; Riehle et al., 2016) and
makes overall development, especially of software
platforms (Riehle et al., 2016), more efficient. As
a result, overall development time can be shortened,
and costs reduced (Capraro & Riehle, 2016; Edison
et al., 2020). Even though inner source is getting
more popular recently (Edison et al., 2020), it is not
widespread yet. The reason lies in both the development
and business-operation side of organizations. On the
one side, social and cultural challenges of inner source
adoption are widely researched, but metrics are not
(Edison et al., 2020). On the other side, inner source
contributions are made at a high frequency, making it
hard for businesses to adapt their processes accordingly
(which our review also showed).

Previous research already made first attempts at
measuring inner source collaboration (Capraro et al.,
2018) and quantifying it for economic purposes
(Buchner & Riehle, 2022). Nevertheless, only some
work in the measurement domains exists, as Edison et al.
(2020) found in their literature review. They called
for more research on inner source metrics and real-life
validation. In our research (in contrast to existing
work), we look deeper into the topic of inner source
metrics, especially related to economic challenges. The
focus of this research is on the economic assessment of
inner source, which can be defined as the quantification
of inner source development work and its artifacts
for economic business purposes (e.g. planning and
operation). As this is done inadequately in current
research, we asked the following research questions:

RQ1: What is the current state of research in economic
inner source assessment?

RQ2: What are current challenges of economically
assessing inner source and how can they be tackled?

This research briefly presents the economic impact
of inner source and its measurement. Understanding this
also helps mitigate risks that arise when inner source is
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not properly applied and measured.
One of the most important risks of using inner source

is being accused of profit shifting (Buchner & Riehle,
2022). Moreover, various important business processes
and basic organizational principles are affected by the
cross-boundary collaboration pattern of inner source and
need to be adopted, as our research shows. Therefore,
our paper provides not only an overview of the current
research situation, but can also be important for avoiding
greater risks in software engineering and management
through increased collaboration across organizational
and international boundaries.

The remainder of the article is structured as follows:
Section 2 discusses related work followed by Section
3 describing the methodologies. Section 4 shows the
result of the literature review. Section 5 then explains
the research model builds on top of the review. After
that, the results are discussed in Section 6. In the end,
possible future research topics are shown in Section 7,
followed by a conclusion in Section 8.

2. Related work

On a basic level, inner source is already well defined
by numerous researchers (e.g. Carroll et al. (2018),
Cooper and Stol (2018), Morgan et al. (2011), and Stol
et al. (2014), Stol et al. (2011)). The same is true
regarding benefits, challenges, and industry perspectives
(Capraro & Riehle, 2016; Froment & de Lohéac, 2021;
Morgan et al., 2021; Stol et al., 2011).

During our literature review, we looked into
the impacts of inner source on measurement-related
processes and metrics within businesses. In related
business domains, previous work also defined many
commonly used methods relevant to or affected by inner
source.

In taxation for example the OECD and UN already
defined commonly used methods for calculating the
value of the intellectual property (IP) flowing between
tax boundaries (the so-called transfer price) and related
challenges for digital businesses (OECD, 2015, 2017;
United Nations, 2014). For inner source, the first
algorithms were designed to calculate such a value based
on code contributions (Buchner & Riehle, 2022).

Accounting is one topic affected by inner source
which is in general already well defined in industry
and research e.g. by The International Federation
of Accountants (IFAC, 2009). Especially cost-related
processes are already well defined for contexts outside
of inner source (e.g. absorption costing (Aurora, 2013)).
However, research already proposed accounting models
for software platforms (Kornberger et al., 2017), but not
for inner source.

Additionally, management-related metrics and
software engineering processes are well defined. For
example, various KPIs exist to measure software
engineering progress (Cheng et al., 2009), but not
specifically for inner source. Beyond general software
management practices (Jones, 2004; Quinnan, 1980;
Verner & Cerpa, 2005) risk management is widely
researched (Ebert et al., 2008; Kwak & Stoddard, 2004;
Roy, 2004).

While various topics of central importance for
companies (taxation, management, accounting) are
generally well defined, only a few have directly
considered inner source (e.g. transfer pricing). Our
work lays the foundation for more work in those
domains. Edison et al. (2020) already identified missing
inner source metrics as future research topics. However,
they only proposed general future research domains
(e. g. inner source adoption, governance/management,
methodologies, and practical application). In contrast
to existing work, our literature review goes beyond
showing the current state of inner source research in
general but focuses on algorithms for effort estimation
and prediction in businesses and how they are related to
inner source businesses and their processes.

We saw in our first iteration of this work that
measuring inner source is a topic placed between
algorithmic implementation principles and economic
impacts within businesses. In this paper, we not only
briefly show the results of a systematic literature review
that was conducted, but more importantly, we go beyond
it. We mention additional implications and insights with
a research model for economic inner source assessment.
Our goal is to build a unified view based on the
systematic literature review, connecting algorithmic and
business perspectives on inner source measurement.

Consequently, our research:

• Provides a brief overview of the current research
state of economic inner source assessment

• Connects the algorithmic/metric and business
perspectives in inner source research

• Creates a research model showing the relations
between the algorithmic and business perspectives

• Proposes future research based on the research
model

3. Research method

For our research, we used the systematic literature
review (SLR) approach of Kitchenham (2004) in
combination with thematic analysis from Braun and
Clarke (2006). Both emphasized an iterative/non-linear
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character, which we utilized by conducting three overall
iterations.

3.1. Systematic literature review

Kitchenham (2004) divides the literature review
process into several steps. It starts with several
planning steps in advance of the review ((1) Identifying
the need for a review, (2) specifying research
questions, (3) developing and evaluating research
protocol). Afterwards, the main research is conducted
((4)Identification of literature, (5) literature selection,
(6) quality assessment, (7) data extraction and
synthesis). At last, the results are reported (done here).

The research was conducted following the details of
the research protocol typical for an SLR. Besides the
already presented research questions and showing that a
need to review exist, it contained the following aspects:

Databases: Our searches were conducted using
Google Scholar, IEEE Xplorer, ACM Digital Library,
Springer Link, Ebscohost, Wiley, and Scopus.

Identification process: We conducted three
iterations. During our first iteration, we were able
to identify that economic assessment in inner source
is based on the two research domains business and
algorithmic, which use different search terms and
journals. The following iterations looked separately
into each domain. This separation also shows in the
results of the paper. Another important part of literature
identification was forward and backward searches from
previously found literature. Overall, the literature
identification for inner source measurement and metrics
is (especially due to the several research domains
involved) more exploratory than common literature
review based on a large data being narrowed down.

Quality criteria: Papers were included if they
were peer-reviewed and in English. Additionally,
contributions of recognized organizations (e.g. the
OECD) were accepted. Papers were accepted if they
meet the rigor and relevance criteria proposed by
Ivarsson and Gorschek (2011).

Keywords: The used keywords were also different
for business and algorithmic search domains. We saw
early in our research that in the domain of measuring
inner source almost no research exists leading to a large
variety of keywords combinations. As our research is
also not only touching one single domain, the insights of
previous iterations helped to add more keywords for the
next iterations. The following search terms were used to
specify the development methods:

(Inner source OR open-source OR collaborative
development OR cross-boundary collaboration OR
cross border collaboration OR internal open-source

OR software engineering OR software development OR
DevOps OR agile OR platform)

These keywords were then combined with a variety
of specific keywords for each search domain. For the
business domain, the keywords are:

(business processes OR management OR accounting
OR controlling OR taxation OR transfer pricing
OR organization OR businesses OR enterprises OR
organizational principles OR organization forms
OR absorption costing OR cost calculation OR
project management OR risk management OR product
management)

For the algorithmic domain:
(Software development OR programming OR (

(cost OR effort) AND (calculation OR prediction OR
estimation OR measuring OR quantifying OR computing
OR calculating)) OR measurement OR KPI)

Inclusion & exclusion criteria: We included papers
which are either measurement-related inner source
papers or business process papers affected through
cross-boundary collaboration. Moreover, we included
cost/effort calculations. We excluded papers that
showed algorithms not being reproducible or applicable
to the cross-boundary pattern of inner source. This
mainly affects machine learning papers.

3.2. Thematic analysis

Thematic analysis by Braun and Clarke (2006) is a
method for qualitative data analysis based on previously
identified data sources (literature in our case). The goal
is to identify common patterns in the data (called codes)
and to classify them (called themes).

Braun & Clarke propose several ways on how the
data analysis can be conducted. In our case, we chose
a deductive approach as we come from a research
question and look step by step closer at the business and
economic topics. Additionally, we also made use of the
iterative/non-linear pattern they described.

Overall, the thematic analysis consists of six steps:
(1) getting familiar with the data, (2) generating initial
codes, (3) creating candidate themes, (4) reviewing
themes, (5) defining and naming themes, and (6)
producing the report.

We conducted our research on two mainly
independent coding processes, as the literature
from the SLR showed the algorithmic and business
differentiation, which also manifested in the created
codes and themes.

3.3. Research method combination

We performed in our research a combination of
SLR by Kitchenham and thematic analysis by Braun &
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Clarke as they complement each other.

Figure 1. Overview of combined research process

Kitchenham sets a strong focus on identifying and
selecting suitable literature but does not go into all detail
about data analysis in their data extraction and synthesis
steps. Braun & Clarke is solely focusing on data
analysis. Therefore, we use thematic analysis embedded
as data analysis within the systematic literature review.
Figure 1 shows the research steps we performed and how
the two used methods fit together. There we can also see
the iterative character of the approach.

Combining the two methods also aligns well with the
iterative approach we used. The result of each iteration
was a network of themes and codes. Those were then
used to identify missing aspects and literature. In the
following iteration, especially literature in the missing
domains was searched and included in the next coding
phase. The overall process was performed until no new
themes were found.

4. Systematic literature review results

Our review showed that economic assessment of
inner source is embedded into the two domains of
business and algorithms. In each domain, inner source
relevant work gets published but in a largely isolated

context. We found that only a small amount of published
work applies to the high-frequency, cross-boundary
collaboration pattern of inner source. Our combined
SLR and thematic analysis process explored both
domains independently from each other. However,
during the data analysis process, important insights
connecting the business and algorithmic domains
showed up which will be explained later.

Overall, we looked at 49 papers. Figure 2 shows in
which year the selected publications were published. We
can see that many more recent papers were analyzed
(especially inner source and algorithmic papers), but
also some older papers set economic basics.

Figure 2. Number of publications per year

The codes and themes that emerged from the
literature can be seen in Figure 3. Table 1 shows how
many and which literature was used for which theme.

4.1. Business domain

From a business point of view, we found that inner
source is embedded within various typical organization
forms (matrix, functional, platform organization)
affecting used software engineering methods (e.g.
DevOps or agile development (Capraro, 2020;
Wiedemann et al., 2019)). Additionally, inner source
is extensively utilizing cross-boundary collaboration
(Buchner & Riehle, 2022). We classified those
three aspects (software development, cross-boundary
collaboration, and organization forms) as theme
Business foundations.

Besides the general embedding into the business, we
were also able to identify three major domains which
get affected when using inner source: Accounting (e.g.
Astromskis et al. (2014) and Kornberger et al. (2017)),
taxation (e.g. OECD (2017)), and management (e.g
Jones (2004)). Those domains are not only a key
part of successful business operations but also heavily
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Figure 3. Themes and codes resulting from the thematic analysis in the form of a hierarchical code system

dependent on exact measurements of procedures taking
place within the business. Theme Usage domains
represents those domains in our review.

The reason why the domains of theme Usage
domains are especially affected by inner source is
due to the underlying daily business processes (Theme
Business processes). We identified various example
processes which are especially affected through the
cross-boundary collaboration pattern of inner source.
The already well-established models (see Section 2)
can’t be applied sufficiently anymore as cost calculation
gets inaccurate with inner source. We identified
operational processes (e.g. absorption costing (Aurora,
2013), profit calculations (IFAC, 2009), general cost
estimations (Usman et al., 2014), transfer pricing
(Buchner & Riehle, 2022)) and also more strategic
business processes like personnel management (Riehle
et al., 2016) and product management (Ebert, 2014).

4.2. Algorithmic domain

From an algorithmic perspective, our review looked
at how applicable the reviewed algorithms were for inner
source and related business challenges.

We identified different goals of individual algorithms
(Theme Computation goal). While some algorithms are
designed to measure management-related aspects (e.g.
Basili et al. (2010) and Cheng et al. (2009)), some
others do calculate costs or effort in general. Moreover,
cost/effort-related calculations were often designed for
either measuring historic data (e.g Gousios et al. (2008))
or making predictions (e.g. Karna et al. (2020).

Related to the computation goals we identified
a variety of procedures to fulfill the different goals
(Theme Algorithm procedure). While some algorithms
analyze the written code itself (Astromskis et al., 2014),
others look at the commit history (Buchner & Riehle,
2022; Moulla et al., 2021), related development and

business processes (e.g. Dueñas et al. (2021) and Karna
et al. (2020)), or system interactions (e.g. Wu et al.
(2016)). Additionally, some papers identify or process
metrics related to the developers themselves (Moulla
et al., 2021; Qi et al., 2017).

The analyzed algorithms are using a variety of
data sources (Theme Data sources). Most of them
are well assessable and retrievable with a business
context: commit data, financial data, organizational
data, planning data, or individual timetables.

Lastly, we also found that algorithms were
either created by commercial vendors (making it
harder to reproduce e.g. PRICE Systems (2021)),
semi-commercial (from commercial vendor published
in a research paper e.g Boehm (1984)), or developed
in research without industry background (Theme
Development context).

4.3. Important findings

During the analysis, we showed that the domains
related to inner source measurement (business and
algorithmic) cannot be completely separated from each
other. Even though literature originates from different
research domains and shows different logical findings
(codes), they also have some important underlying
aspects in common.

One example is that investigated algorithms,
specifically their development goals (Theme
Computation goal) align with the processes affected
by inner source (Theme Business processes). The
business processes can also be classified as the goals
most algorithms target. This shows us that both research
domains are not only connected but depending on
each other. The algorithms usable for cross-boundary
collaboration are designed to fulfill specific business
needs. On the other hand, businesses can only provide
their services if they have algorithms available for their
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Theme # of Sources Sources
Business
foundations

17 Capraro (2020), Capraro and Riehle (2016), Edison et al. (2020), Feller and Fitzgerald
(2000), Ford and Randolph (1992), Fuller (2019), Gruetter et al. (2018), Hobday (2000),
Leite et al. (2020), Lindvall et al. (2004), OECD (2015), Riehle et al. (2016), Šmite et al.
(2017), Stol et al. (2014), Stol et al. (2011), and Stol and Fitzgerald (2015), Wiedemann
et al. (2019)

Usage
domains

17 Astromskis et al. (2014), Aurora (2013), Buchner and Riehle (2022), Ceran et al. (2014),
Ebert et al. (2008), Gruetter et al. (2018), Jones (2004), Kornberger et al. (2017), Kwak
and Stoddard (2004), Mazur (2016), OECD (2015, 2017), Olbert and Spengel (2017),
Plesner Rossing et al. (2017), IFAC (2009), United Nations (2014), and Verner and Cerpa
(2005)

Business
processes

18 Antolic (2008), Aurora (2013), Basili et al. (2010), Bilgaiyan et al. (2017), Buchner and
Riehle (2022), Capraro (2020), Cheng et al. (2009), Ebert (2014), Karna et al. (2020),
Neumann (2019), OECD (2015, 2017), Riehle et al. (2016), Stol et al. (2014), IFAC (2009),
United Nations (2014), Usman et al. (2014), and Wu et al. (2016)

Computation
goal

12 Antolic (2008), Astromskis et al. (2014), Basili et al. (2010), Bilgaiyan et al. (2017), Boehm
(1984), Cheng et al. (2009), Gousios et al. (2008), Karna et al. (2020), Qi et al. (2017),
Robles et al. (2014), Usman et al. (2014), and Wu et al. (2016)

Algorithm
procedure

15 Antolic (2008), Astromskis et al. (2014), Basili et al. (2010), Bilgaiyan et al. (2017), Buchner
and Riehle (2022), Cheng et al. (2009), Dueñas et al. (2021), Gousios et al. (2008), Kang
et al. (2010), Karna et al. (2020), Moulla et al. (2021), Qi et al. (2017), Robles et al. (2014),
Usman et al. (2014), and Wu et al. (2016)

Data sources 19 Antolic (2008), Astromskis et al. (2014), Basili et al. (2010), Buchner and Riehle (2022),
Cheng et al. (2009), Dueñas et al. (2021), Kang et al. (2010), Karna et al. (2020), and Moulla
et al. (2021)

Development
context

3 Bilgaiyan et al. (2017), Boehm (1984), and PRICE Systems (2021)

Table 1. Overview of sources per theme

assessment. This is especially important for measuring
and introducing inner source in companies, as the
current state is not sufficient yet.

Moreover, the historic and predictive differentiation
of algorithms (in theme Computation goal) is also
visible on the business side. Cost estimation and
management-related calculations are rather predictive
while cost calculations are historic.

Another important finding is that even though
we selected only algorithms generally applicable to
inner source (Theme Algorithm procedure), only a
few of them can easily be applied to it. Best
suitable are algorithms directly capable of measuring
cross-boundary collaboration (e.g. using commit data).
However, numerous algorithms might give supportive
information or need to be adapted to apply to inner
source (e.g. analyzing process data is not adapted to
cross-boundary collaboration in software engineering).

Overall we can see that less work on combining
measurement and its economic impact on businesses and
their processes exist for the inner source domain.

5. Inner source research model

5.1. Basics

In this section, we are showing an inner source
research model built on the insights of the SLR.

We found that algorithms are suitable for assessing
inner-source-related operational and strategic processes.
Here we channel back the insights to research by
building an inner source research model for economic
assessment topics. The goal is to build a unified
understanding of challenges coming with measuring
inner source development.

Based on the insights of the literature review, we
created a research model. Palvia et al. (2006) identified
several types of research models: Descriptive models,
which are minimum models listing variables, and
more complex prescriptive models with (hierarchical)
relationships. We created a prescriptive model, an
influence diagram in particular. We followed the
formalization of Petter et al. (2007) for creating
theoretical constructs and hypotheses. Those constructs
are the basic aspects that define the research model,
connected by hypotheses that need to be proven. In
our case, constructs are theories in inner source and
economic assessment which base on the codes on
themes of the thematic analysis. The hypotheses show
how the constructs influence each other.

The research model can be seen in Figure 4.
Our model was developed in accordance with the
themes and codes of our SLR. The structures and
mentioned implicit connections there (e.g. Themes
Business processes & Computation goal) also manifest
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in the research model: The differentiation between
the algorithmic perspective (left side of the research
model) and the business perspective (right side of
the research model). Additionally, the frequently
recognized difference between historic and predictive
algorithms as well as the strategic and operational
business processes can also be seen in the model.

The research model illustrates how the different
perspectives (algorithmic/business, historic/predictive,
strategic/operational) belong together. It consists of
four basic hierarchies (from left to right): The first
one is the algorithms on the left, being the basis for a
larger inner source economic assessment model (middle
hierarchy), which influences the strategic/operational
business processes (right hierarchy). The fourth
hierarchy (furthest to the right) shows a potential
influence of our measuring inner source on inner source
adoption. The hypotheses are those that need to be
investigated in future research. In the following, we will
explain those and their origin in more detail.

5.2. Research model

Algorithmic view: Our literature review shows
different algorithm types for different use-cases/goals
(Themes Computation goal & Algorithm procedure).
We found out that only a few types of algorithms
are suitable for assessing inner source. Mainly
those, who make it possible to assess individual
cross-boundary code flows (e.g. Code Commit data
analysis) can be used for economic inner source
assessment. However, algorithms not designed to
handle cross-boundary collaboration (see especially
Code People related metric) may only be used partly for
inner source assessment. The thematic analysis revealed
the connection of algorithmic procedures to a variety
of business processes (Theme Business processes)
manifesting as hypotheses that we will explain now.

While performing the thematic analysis, we were
able to identify that examined algorithms looked
into retrospectively-oriented and predictive purposes.
Theme Computation Goal implicitly already introduced
that timely differentiation. Hypotheses H1 and H2 build
on that differentiation.

H1: The ability to use development-, system
and process data to measure software development
correlates positively with the ability to economically
assess IP transfer between organizational units

The first important basis we identified were
algorithms for measuring (retrospectively) historic
software development characteristics, whereas these
measurements might also include management-related
metrics of historical performance (e.g. KPIs, GQM).

In this research model we propose based on our
insights of the SLR that measuring (historic) software
development and its processes (specifically adapted
to the cross-boundary collaboration pattern) is an
important part of the wider-spread economic assessment
of IP transfer between organizational boundaries.

H2: The ability to use development-, system- and
process data to predict software development correlates
positively with the ability to economically assess IP
transfer between organizational units

Complementary to H1, predictive procedures for
inner source are also important for economic inner
source assessment. The ability to predict software
development work in various ways for different
(previously explained) purposes solves problems which
cannot be realized by only measuring historic data.

Business view: The algorithmic view differentiates
between measuring historic and predicting future
costs based on the insights of theme Computation
goal. That differentiation also shows on the business
side at theme Business processes and its codes.
A comprehensive economic measurement model for
software development can contain more than measuring
costs e.g. various management metrics or inner
source-specific metrics. An extensive evaluation of
possible metrics still has to be made there.

We saw that measuring inner source is important
for operational and strategic decisions (Theme Usage
domains). Therefore, measuring inner source is not
only important for operational business processes but
also for long-term business success. The operational
and strategic differentiation shown with the codes of the
thematic analysis (especially theme Business processes)
is the basis of Hypothesis H3 and H4 utilizing the
algorithmic insights of H1 and H2.

H3: The ability to economically assess IP transfer
between organizational units correlates positively with
the usability of economically assessed inner source
development for strategic business purposes

From the strategic perspective, we were able to
identify that the lack of metrics and the middle
management’s fear of losing their performance goals
(Riehle et al., 2016) is a driving force for assessing inner
source. With management being important for adopting
inner source, solving strategic inner source challenges
can help thriving its adoption. Economically assessing
inner source might lower its adoption boundaries
by easing financial-related problems (Themes Usage
domains & Business processes). Moreover, providing
a better overview of historic development activities and
making more precise predictions also enables easier
inner source adoption.

Various challenges coming from inner source in
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Figure 4. Inner source research model

businesses (see Theme Business processes) fit the
strategic perspective covered by our model. The
challenges originate from the domains of product
management (estimating product-related aspects),
personnel management (calculating workflow and
performance of teams), and strategic management
(better insights into achieved goals).

H4: The ability to economically assess IP transfer
between organizational units correlates positively with
the usability of economically assessed inner source
development for operational business purposes

From an operational perspective, economically
assessing inner source might help to keep established
processes (Themes Usage domains and Business
processes) applicable to the inner source paradigm.
We showed with our SLR that inner source influences
business processes within the whole organization,
especially those related to cost calculation. Moreover,
we explained how algorithms help to financially assess
inner source development.

Inner source adoption: We saw a rising number
of challenges within various domains (particularly
accounting and taxation), which impact the inner source
adoption rate due to long-term uncertainties such as the
fear of unintended profit shifting (Buchner & Riehle,
2022). Consequently, overcoming corresponding
organizational and strategic challenges may improve
inner source adoption rates. Hypotheses H5 and H6
show that in the research model.

H5: The usability of economical assessed inner
source development for strategic business purposes
correlates positively with the willingness to adapt inner
source

Edison et al. (2020) identified various influencing
factors for inner source adoption by reviewing multiple
studies. These factors include various domains
outside of inner source measurement (e.g. knowledge
management, cultural and management-related aspects).
The research model might provide additional tools and
insights from a strategic business perspective making
inner source adoption more efficient.

H6: The usability of economical assessed inner
source development for operational business purposes
correlates positively with the willingness to adapt inner
source

Similar to the strategic business perspective the
ability to measure inner source for operational business
purposes also might increase the willingness to adapt
inner source.

6. Discussion

6.1. Implications

We asked two research questions for this paper. RQ1
(current state on economic inner source assessment) was
answered through the SLR (Section 4). RQ2 (challenges
in inner source assessment and how to tackle them) can
be answered by looking into the details of the proposed
research model.

Generally, our research model gives an overview
of thematic connections between the business and
algorithmic topics affected by inner source and
identified through our SLR (Hypotheses H1 to H4).
It shows how challenges coming from inner source
(identified through the SLR) can be systematically
tackled by looking into the proposed hypotheses.

For industry, the research model shows that
algorithms used in business, their goals, and their
design are closely related to how businesses are
organized. They affect software development as well
as how strategic and operational business decisions are
conducted. This is important for inner source as it
is deeply integrated into the company’s organizational
structure and software development. Therefore, inner
source not only affects development but also strategic
and operational decisions based on the yet-to-determine
measurement and prediction algorithms.

Our research model also shows that measuring
inner source is important beyond directly measurable
strategic/operational processes. It sets the basis for more
general software engineering measurement. Holistic
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inner source measurement might be an integral part of
improving inner source adoption.

For research, the model not only provides an
overview of potential future research (Section 7), but
answers/discusses some open topics of past research.
Edison et al. (2020) already defined inner source metrics
as a field of interest for research. The research model
builds on top of that providing additional insights
including various business and economic details. Our
research model provides additional value by deeply
looking into the dependencies of algorithms in effort
estimation and their connection to inner source business,
which was not done in past research.

Measuring inner source is also an important factor
for overcoming some of the identified inner source
adoption challenges (e.g. middle managers’ fear of
losing their performance goals Riehle et al. (2016))
providing basic tools for all mentioned process-related
challenges that lower inner source adaption rate.

Proving the hypotheses of the research model and
developing an inner source measurement tool can
provide a basic tool for future research. All kinds of
software engineering-related hypotheses can be built on
top of an inner source measurement model, even outside
the inner source scope.

6.2. Limitations

We mainly looked at inner source measurement from
a research point of view, as the goal was to develop a
research model. Our research did not include primary
data from the industry. Industry input was indirectly
included through research papers working with industry.
This allowed us to consider the industry perspective in
an already evaluated way without losing focus on our
literature review and analysis. We propose future work
to explicitly consider industry perspectives through case
studies or interviews.

Additionally, our research model took only literature
related to the economic measurement of inner source
into relation. Other influence factors, especially social
factors impacting inner source and its measurement have
not been considered. We specifically chose our research
scope like that to keep focus during literature selection
and analysis.

7. Future research

The research model also provides an overview
of domains of particular interest for future research.
The proposed areas of future research follow the
logical outline of the research model and therefore are
structured in the same way as Figure 4. By utilizing
the proposed research model, future researchers have

a plan at hand regarding which areas they might want
to examine (algorithms in inner source, their integration
into the businesses, and measuring and improving inner
source adoption). Future research can then prove the
hypothesis e.g. by conducting case studies where
inner source is measured (measuring code repositories
and other development artifacts), economically assessed
(e.g. calculating costs and benefits of inner source), and
integrated into improved business processes.

For the algorithmic side of inner source
measurement (based on H1/H2 in the research model),
we saw a need to develop algorithms better suitable
for cross-boundary collaboration in general or inner
source software engineering in specific. We also saw
that future research needs to build new artifacts on top
of those algorithms.

Additionally, future research needs to integrate
developed inner source algorithms and tools into
existing development processes for daily usage.

For the economic side of inner source measurement
(based on H3/H4 in the research model), future research
needs to identify strategic and operational requirements
for a holistic strategic and operational inner source
measurement model.

Moreover, future research needs to develop either
new tools or adapt existing ones for various inner
source affected domains and processes (accounting,
tax, management, based on themes Usage domains &
Business processes) to meet the identified requirements.
Important is also to connect future inner source
management tools and business process tools to those
used for software engineering to provide a unified view
of inner source and its effects.

Furthermore, we propose to use inner source
measurement tools to investigate the effects of inner
source on business performances. Comparing the results
to traditional development might also be of interest
to not only confirm increased development efficiency
through inner source but also to identify domains where
inner source still can be improved.

In the domain of inner source adoption (see
Hypotheses H5 and H6), we propose future research
to look into how inner source measurement affects
and can improve inner source adoption. On top of
that, we suggest researching methods and guides that
practitioners can use to improve inner source within
their businesses.

8. Conclusions

In this paper, we discussed a structured literature
review on the topic of inner source, especially its
measurement and economic assessment. We looked
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into the business process and algorithmic areas to get
a comprehensive overview of related topics.

Of the literature review we conducted a thematic
analysis to classify concepts and identify important
relationships between those topics (codes and themes).
We found that outside of software development
inner source affects businesses in various aspects.
We recognized that inner source mostly influences
cost-related processes, mainly within accounting,
management, and tax. However, even though many
algorithms for measuring and predicting effort exist,
only a few of them are suitable for the application within
inner source. Existing algorithms need to be adapted to
apply to inner source. Based on those measurements,
more tools and algorithms need to be developed.

To bring the open topics in the algorithmic and
business side of inner source measurement together
we build a research model for economic inner source
assessment. It shows the connection and relationship
between algorithmic measurement, its impact from a
business perspective as well as inner source adoption in
the long place.

Moreover, we gave a brief overview of possible new
research topics based on our research model. Therefore,
our research sets the basics for better measurement of
software engineering and understanding its implications
for future research and industry.
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mining approach to effort modeling on agile
software projects. Informatica, 44(2).

Kitchenham, B. (2004). Procedures for performing
systematic reviews. Keele, UK, Keele
University, 33(2004), 1–26.

Kornberger, M., Pflueger, D., & Mouritsen, J. (2017).
Evaluative infrastructures: Accounting
for platform organization. Accounting,
Organizations and Society, 60, 79–95.

Kwak, Y., & Stoddard, J. (2004). Project risk
management: Lessons learned from software
development environment. Technovation,
24(11), 915–920.

Leite, L., Kon, F., Pinto, G., & Meirelles, P. (2020).
Platform teams: An organizational structure
for continuous delivery. Proceedings of the
IEEE/ACM 42nd International Conference on
Software Engineering Workshops, 505–511.

Lindvall, M., Muthig, D., Dagnino, A., Wallin,
C., Stupperich, M., Kiefer, D., May, J.,
& Kahkonen, T. (2004). Agile software
development in large organizations. Computer,
37(12), 26–34.

Mazur, O. (2016). Transfer pricing challenges in the
cloud. Boston College Law Review, 57(2),
643–693.

Morgan, L., Feller, J., & Finnegan, P. (2011). Exploring
inner source as a form of intraorganisational
open innovation. In V. K. Tuunainen, M. Rossi,
& J. Nandhakumar (Eds.), 19th european
conference on information systems, ECIS 2011,
helsinki, finland, june 9-11, 2011 (p. 151).

Morgan, L., Gleasure, R., Baiyere, A., & Dang,
H. P. (2021). Share and share alike: How
inner source can help create new digital
platforms. California Management Review,
64(1), 90–112.

Moulla, D. K., Abran, A., & Kolyang. (2021). Duration
estimation models for open source software
projects. International Journal of Information
Technology and Computer Science, 13(1),
1–17.

Neumann, A. (2019). Transfer pricing in inner source
software development (Master’s thesis).
Hochschule des Bundes für öffentliche
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Abstract

A key part of taxation, controlling, and management
of international collaborative programming workflows
is determining the costs of a supplied software artifact.
The OECD suggests the use of the Cost Plus method
for calculating these costs. However, in the past, this
method has been implemented using only coarse-grain
data from the costs of whole organizational units. Due
to the move to inner source software development, we
need a much more fine-grain solution for computing
the detailed time spent on programming specific
components. This is necessary, because a more accurate
work time distribution is required to fulfill the fiscal
and administrative challenges posed by collaborating
across organizational boundaries. In this article, we
present a novel method to determine the time spent on
an individual code contribution (commit) to a software
component for use within cost calculation, especially
for taxation purposes. We demonstrate the usefulness
of our approach by application to a real-world data
set gathered at a large multi-national corporation. We
evaluate our work through feedback received from this
corporation and from the German Ministry of Finance.

1. Introduction

In software developing companies, engineering
managers, the finance department, and human resources
all would like to know how long programming tasks
took in the past and may take in the future. The reasons
are manifold: An engineering manager may need this
information to develop a project plan, the finance
department may need this information to calculate the
cost of a software component, and the human resources
department may want to know this information to
determine performance.

Today’s common solution is to let software
developers self-declare by way of checking-in and
checking-out of certain work tasks, or simply by filling
in time-sheets. The introduction of inner source

software development by software vendors as a software
development approach that complements and extends
existing practices has made this insufficient.

Inner source software development is the use of
open source best practices inside companies. No open
source software is being developed, only its practices
are being used. For this, departments open up their
code base to the whole company, typically on an
internal forge like GitHub, advertise their components,
welcome visitors, and engage with them in the hope that
such visitors will find these components useful. The
goal is to get visitors to start using a component so
that they will eventually contribute to it, which leads
to cost reduction to both the original developers and
the visitor-turned-user-turned-collaborator [1]. Other
demonstrated benefits of such inner source collaboration
are developing higher quality software components
within the company, better knowledge sharing, and
higher employee satisfaction, among others [2][3][4].

In this new world of inner source, developers
not only work on tasks that have been assigned
to them by their managers, they also work on
and contribute to software components across the
organization, often crossing organizational boundaries,
even tax boundaries. The number of components a
developer contributes to can increase significantly. In
this situation, it becomes impossible for a developer
to precisely track how they spend their time for
programming different components. The number of
possible components they contribute to is too large
for all practical purposes. It would be better if the
calculation of time spent on programming a particular
code contribution could be automated.

Being able to measuring time spend on commits
and assigning an economic value (e.g. costs) to it
helps companies mastering their financial challenges
posed by new cross-boundary software development. A
solution which is able to calculate the costs of inner
source might also be helpful for various accounting
and profit calculations (where costs play a central role,
see [5]) as well as management related challenges (e.g.
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product management [4] [6], risk management [7] or
KPI calculation [8]). Prospectively, economic inner
source assessment can help companies to manage and
introduce new organization forms, business processes,
information systems and developing their business
overall.

In this article, we present a method to compute
the time spent on programming a particular code
contribution (commit to a code repository) for usage
within cost calculation. It is robust towards the
developer switching gears and contributing to multiple
different components in short sequence.

With inner source being so closly related to
economic assessment and business processes, we asked
the following research question:

RQ: How can we calculate the time spend on code
contributions for usage within various cost related

business processes

We take a design science approach and motivate our
work through the use case of calculating transfer prices
for inner source contributions in globally distributed
software development for a client/supplier relationship.

The remainder of this article is structured as follows:
In section 2 we present related work, in section 3 we
present our research design, in section 4 we identify the
problem and define a research objective, in section 5 we
present a solution design and its implementation, and
in section 6 we first demonstrate and then evaluate our
solution. In section 7 we discuss the research limitations
and in section 8 we present our final conclusions.

2. Related Work

Our algorithm connects the topics inner source
software development and transfer pricing. Therefore,
we review research on these topics as related work.

2.1. Transfer pricing

Even though our solution might be applicable
to large variety of cost calculation purposes in
management and controlling, the main motivator when
designing the algorithm was to calculate transfer prices,
especially for taxation purposes.

While in an ordinary market, two market participants
determine the price of a product or (intellectual)
property in orientation to the overall market, for
transferring property within one organisation, no such
market exists. However, as those transactions are
often performed between tax boundaries, standards for
calculating the so called transfer price exist to ensure
fair pricing and taxation according to the function and
risk of each transfer [9] [10].

As an international standard, the OECD defined
five standard methods for calculation of transfer prices
[9]: The Comparable Uncontrolled Price Method,
Resale Price Method, Cost Plus method as Traditional
Transaction Methods or Transactional Net Margin
method and Transactional Profit Split Method as
Transactional Profit Methods. The exact method used
is determined by the function, risk and overall situation
a transaction is situated in [11].

With the growing importance of software and digital
business in the economy, problems in transfer pricing
are arising, which do not only affect the calculation
of prices themselves, but also the broader economic
influence on earnings of countries [12][13][14].
Therefore, the algorithm provided in this paper
contributes both to cost calculation for taxation (and
other business related cost and management problems)
and to solve more general taxation questions.

The algorithm presented in this paper calculates
work times for usage in cost calculation. From the
five standard transfer pricing methods we chose Cost
Plus for our implementation and demonstration as it is
based on cost calculation [9]. Cost Plus is a method,
where the transfer price is determined by calculating all
the costs occurring in producing the transferred good or
property. One commonly used way to calculate costs is
the full absorption costing, which differentiates all costs
of a business unit between costs directly assignable to a
product or service (in our case direct to the transaction)
or those who cannot be directly assigned to a product
(indirect costs) [15]. For Cost Plus, the sum of direct
and partial indirect cost is calculated, before a profit
margin is added on top. Our approach helps to split
the indirect costs of a business unit according to the real
work effort for each product, as the problem statement
will show more in detail (Section 4.1). Therefore,
our solution targets calculating the work distribution
between certain projects and not the time spent on each
individual commit.

2.2. Inner source software development

Inner source is the use of open source best practices
inside a company [2].

Like in open source, in inner source, developers lay
open all project or product artifacts for everyone to see
(only within the company, not publicly like in open
source) [16][17]. They want other developers to find
their code (open source typical self-selection) and start
using it. The hope is that users identify bugs and help the
code mature. Eventually, code contributions might flow
back to the original developers (through peer-reviews),
helping share development costs [3] [1].
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As a literature review from Edison et al. [18]
showed, inner source and its research is deeply
integrated within a wide range of business aspects
including knowledge & business management, business
model design, and collaboration measurement. Being
able to determine costs and software related intellectual
property flow therefore is not only a matter of
traditional, already well defined costing, accounting and
management methods (e.g. [19] [20] [5] [8]), but is also
important for inner source within industry [21].

Use of, contribution to, and collaboration on inner
source projects is not apriori restricted. Thus it can
happen across organizational boundaries, as developers
begin to look past their silo. Such silo boundaries
might be the boundaries of legal entities and hence any
collaboration across these boundaries might be taxation
relevant and hence require the calculation (and payment)
of transfer prices.

3. Research Approach

We take a design science approach for our research.
Design science is a methodological research framework
that is used when researchers not only want to
empirically analyze a situation, but also want to
develop innovative solutions to real-world problems.
Of several defined design science methodologies, we
choose Peffers et al. [22], because of its ease of use.

Design science, according to Peffers et al. [22] is
an iterative process, consisting of six main steps (plus
an additional communication step, omitted here). The
process centers on the creation and evaluation of an
innovative artifact. This design science artifact should
be a novel solution for an identified problem. The steps
correspond with the following activities:

1. Problem identification. The researcher identifies
and motivates a problem. In section 4, we present
our past work and current literature review to
identify the need for determining the (financial)
costs of inner source collaboration.

2. Objective definition. The researcher defines
the objectives for a solution to the identified
problem. Our objectives (presented in section
4) are building on the problem identification and
therefore are originating from the needs identified
with our partners.

3. Solution design. The researcher develops a novel
and innovative design science artifact according
to the objectives. The solution we developed
is based on statistical data gathered with our
industry partner. The result is a method including
an algorithm, presented in section 5.

4. Implementation. The researcher implements
the solution for purposes of demonstration and
evaluation. Implementation in our case indeed is
the software implementation of the method and
the algorithm, also presented in section 5.

5. Demonstration. The researcher first demonstrates
the solution by applying the artifact to at least one
instantiated problem. From past work, we use a
real-world data set to demonstrate our solution,
and present it in section 6.

6. Evaluation. The researcher evaluates the artifact
using an appropriate method. We use member
checking to gather feedback on our novel method
and present the results in section 6.

The design science process allows for iteration, and
this is also how we performed our work. In our case,
we statistically analyzed gathered data, implemented
prototypes and doing interim evaluations for ourselves
in iterations. The presentation in the following sections
is mostly linear, however, and focuses on the results.

4. Problem and Objective

The first and second step of the design science
approach are the problem identification and objective
definition, which will be explained in detail in the
following two section.

4.1. Problem Identification

The problem identification was done in cooperation
with our partners who later evaluated our approach with
us. Additional literature research finalizes the problem
identification. We saw, that inner source development
can be taxation relevant (See 2.2). As inner source
collaboration happens between business units, a need for
calculating costs of transferred work between these units
exist.

In the past it was sufficient to calculate costs
of business entities coarse-grain, as no fine-grain
differentiation between different projects of one
business unit was needed. This changes with inner
source, as contributions to software owned by different
organizational and business units might be made.
Moreover, the contributions are by the minute and
not only once in retrospect for a larger period of
time. Additionally, inner source contributions cannot
be determined in advance (in cost and size). Three
interviews conducted with industry partners through
the data gathering process in previous work confirmed
that these problems do occur in daily business. One
interviewee was a software architect, one interviewee
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was a (Scrum) product owner, and one other interviewee
was an engineering manager. The interviews showed
that calculating transfer prices is up to now solved by
roughly estimating the costs rather than determining
them more exactly through an algorithm. This leads
to insecurities in terms of fiscal correctness and
management acceptance.

In addition to calculating transfer prices, our solution
might contribute to improving team management,
utilizing inner source advantages (e.g. [23] [24] [1]) and
handle organizational challenges coming with software
development: For instance, functional organization
is considered harmful for software engineering [25]
and platform-based teams are still bringing many
implementation barriers with it, as middle managers fear
to not reach personal performance goals, if contributions
to outside units are made [4]. Future research must
show, how this paper can best be used to help
introducing inner source within companies.

Finally, measuring working time for commits helps
splitting indirect costs (e.g. personnel costs of
developers) for usage within full absorption costing (see
section 2.1) more exactly, as such a measurement is only
coarse-grain up to now (see sections 1 and 2).

4.2. Objective Definition

Our literature review and industry interviews,
as presented in the problem identification section,
showed an unresolved mismatch between the need
for correctly pricing software supply relationships and
the demands of inner source software development
and high-frequency code contributions across taxation
boundaries. To that end, we define the objective for our
research:

To develop a new implementation of the Cost Plus
method that

• can correctly determine transfer prices for code
contributions in client-supplier relationship, and

• can handle high frequency code collaboration
between client and suppliers,

where ”high frequency” means many times daily as
it is common in inner source software development
collaboration. As we have the goal to develop an
algorithm for cost calculation we want to find a way
how to measure the distribution of the working time per
project rather than measuring the exact time spent on
each commit.

5. Design and Implementation

The third design science step is to present the
solution design (section 5.1). After that (fourth step,
section 5.2) the implementation will be explained.

5.1. Solution Design

Developing the solution design was done in several
iterations by repeatedly analyzing commit data gathered
in cooperation with our industry partners and improving
the algorithm proposed in the previous iteration. The
idea of the solution in this paper is to calculate working
times from commits, which then might be used in
different use cases. As this paper focuses on the use case
of calculating transfer prices (using Cost Plus) for inner
source development, the main result to be calculated
is the cost share. Therefore, the basic solution design
targets more an exact cost share for each organizational
unit, then exact working times per commit. This
also means, that organizational overhead will not be
excluded in the calculation as the assumption is, that the
overhead for each project is distributed equally to the
work effort put into the project.

The concept was developed using commit data of
a large multi-national corporation containing commits
to a software platform from about 400 developers
organized in 94 organizational units spreading over
four hierarchy levels. The data-set was gathered
continuously over one and a half years containing
230,000 file changes of 29,000 commits from 13 inner
source projects/components. Due to the large amount
of available data we assume, that the commit behavior
(e. g. commit times, intervals between commits, LOC
per commit) is representative for development work
happening in companies. In future research we want to
verify data and concept by conducting further studies in
other multinational companies.

Required data. The following information are
needed to design and implement our algorithm:

• Commit data (e.g. from Git): Author, Lines of
Code (added, modified, deleted), timestamp, file
path, commit identifier, project identifier

• Organizational hierarchy, incl. headcount

• Project list incl. owning organization

• Developer list and their organizational unit

Development process. We developed the concept by
iteratively performing statistical analysis of the commit
data and interim evaluations of implemented prototypes.

After all, we were able to identify two points of
view: 1) Looking at the time difference between two
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commits of the same author and 2) Looking at the
commit timestamps. As first analysis we plotted the
time differences of two commits from the same author.
The results show, that most of the commits were made
frequently within minutes or hours (mostly within 12
hours/720 minutes), but also significant number of
commits are made once a day (culminating at about
1440 minutes/24hours). The same pattern can be
observed for larger time differences (mostly commits
with up to seven days in between). Moreover we found
out (through analyzing the Lines of code committed
and number of files changes) that committing at least
once a day is the usual commit behaviour and that
commits longer apart were e.g. mostly weekends or
holidays. For the timestamp analysis, the commits were

Figure 1. Number of commits per timestamp

grouped and counted by its commit time. Figure 1 shows
the plot. Most commits are made during the day, but
the sample data also contain commits made during the
night. The data show, that developers are having flexible
working times, which must be considered during further
calculations.

Additionally performed analysis steps during will be
described at the appropriate chapter.

Concept design. This chapter is about how working
times are calculated. Cost calculation is done in the
implementation step. The working time calculation
concept is based on the time difference and timestamp
distributions. Our previous results showed, that most
commits are made at least daily. Resulting from that
insight, the commits are mainly differentiated by time
difference into two groups.

The first group are those, which are one working
day (36 hours/2160 minutes, resulting from the previous
analysis) or less in time difference. This time difference
also includes commits being done in the evening with
the previous commit being in the morning of the
previous day. In short, all commits that belong to this

group are those that regularly contribute to the software
on a daily basis.

The second group of commits are all those, which are
irregular. This is either the case if the time difference to
the previous commit is longer than 36 hours apart or if
the commit has no time difference at all (single commits
by one author). Consequently, this group for example
is suited for all first commits after weekends, holidays
or long time without contribution, before beginning
frequent development again.

Regular working time assignment. All regular
commits (time difference <2160 minutes) are
differentiated again by the time difference, as our
previous analysis results have shown, that different
use-cases are given, depending on the commits
timestamp and the time difference. Additionally, it is
more likely that commits with a small time difference
are having a longer working times than those covering a
night with larger time differences. In detail, three cases
are differentiated:

1. <360 min. time difference

2. >=360 min. & <= 720 min. time difference

3. >720 min. & <= 2160 min. time difference

<360 minutes: The first group of commits (26%
of all commits) are those with time difference less
than 6 hours. These commits (mostly made within a
matter of minutes) are getting working time equally
to their time difference assigned, as there is a close
timely relationship between the previous and the current
commit.

>720 minutes & <= 2160 minutes time difference:
The second group (mentioned third above, 22.7% of the
commits) are all commits being 12 to 36 hours after the
previous one. These commits are most likely to cover
at least one night as they span a greater range of time
as our analysis have confirmed. Consequently, these
commit cannot have working time assigned in height of
their time difference.

Commits belonging to this group are calculating
working time proportional to the typical commit time
distribution. Basis for the calculation is are the number
of commits per timestamp (See Figure 1). The idea is
to calculate the number of commits made betweeen the
timestamps of the current and previous commit. The
number of commits are summed up and set in proportion
to the overall number of commits recognized. This ratio
is then set into proportion to the length of a typical
workday. Putting the algorithm into an equation, results
in:

wtprop =

∑timestampprev

i=timestampcur
ni

noverall
∗ wtday (1)
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wt represents the working time (of a working day
day/ the result prop), calculated by iterating over the
timestamp of the current (cur) until previous (prev)
commit, with being n the number of commits.

The effect of applying the working time proportional
to the number of commits is, that commits having a time
difference of exact 24 hours, get a whole typical working
day assigned. If the time difference is larger (e.g.
1 1/2 working days), the commit gets more working
time. Additionally, this formula also minds, that some
developers prefer working into the night by calculating
the night time as working time as it is typical over all
commits.

>=360 minutes & <= 720 minutes: The
third group (mentioned secondly above, 4.7% of the
commits) are all commits between 6 and 12 hours
after the previous commit. This means, that there is
not necessarily a night between these commits with
developers either having a long work day or having
a shorter night. The data set showed, that commits
between both variants are not unusual and hence must
be differentiated.

Commits belonging to the 6 to 12 hours group are
treated differently depending on the share of the night
they are covering. For this calculation, at first, it must
be calculated how many minutes of the night are covered
by the commit(nightshare = ns):

ns =

∑timestampprev

i=timestampcur
xi ∗ 1∑timestampnightEnd

i=timestampnightBegin
1

xi =

{
1, if i ∈ nighttime,

0, otherwise

(2)

This formula counts for a commit, how many of the
total minutes of a night (denominator) were covered
(numerator). The result (a percentage) is used to
calculate the working time:

wtns = ns ∗ wtprop + (1− ns) ∗ daycoverage

daycoverage =
∑timestampprev

i=timestampcur

xi

xi =

{
1, if i ∈ daytime,

0, otherwise

(3)

The logic behind calculating with nightshare is, that
a commit gets as much proportional working time
(see Formula 1) as it covers the night (ns). This
ensures, that commits covering large parts/the whole
night get working time typical for the night assigned.
The minutes belonging to the day (daycoverage,

sum of minutes during the day), are fully assigned.

Example: The night is 10pm - 7am. Commit 1
is at 8am, the previous one at 9pm. As it covers
the full night (ns = 1), it is fully proportional
calculated. Commit 2 is at 4pm, the previous one
at 6am. Commit 2 covers only 11% of the night
(ns = 0.11), consequently this amount is calculated
proportional. The minutes during the day (7 am to 4
pm) are calculated to 89%.
Comparing these two examples, we can see, that
Commit 1 (done early in the morning) got less working
time. Commit 2 (rarely goes into the night) got almost
regular working time assigned.

For the calculation, we need to set two timestamps
as the beginning and end of the night. For the
implementation, this might be done by setting those
as a fix value (depending on the dataset/ business
entity) or by calculating a meaningful start of the
day automatically. The latter was chosen in our
implementation by calculating it dynamically through
looking at the number of commits per timestamp (Figure
1) and setting the night begin/end to a certain percentage
(15% in our case) of the highest number of commits.

Irregular working time assignment. All commits
without time difference (1.4% of the cases) or not daily
committed (45% of the cases) need a different handling
as they don’t have any (close) timely relationship to
other commits, on which the calculation can be made.
As part of the earlier described development process,
additional analysis where done in later iterations to dive
deeper into the commit behavior of developers.

Building on the previously described development
steps, the relationship of working times, time differences
and LOC of all regular commits were plotted. Figure
2 shows, that the number of LOC is exponentially
rising, but the time differences and working times are
linear. Consequently, we can conclude, that it is not
possible, to assign working time just by looking at the
LOC of a commit. For every LOC, a wide range of
time differences & working times are possible, and for
every time difference or working time, a wide range
of LOC are possible. Thereafter, average and quartile
working times for each LOC where plotted (Figure
3). This gives a deeper look into the working time
distribution and LOC relationship. Through calculating
linear regression lines, the overall trend is visible more
easily, resulting into close median and average working
times per LOC. Assuming, that the data representative,
the median regression line can now be taken to estimate
the working time for all irregular commits. Using this
method, the irregular commits also get working time
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Figure 2. LOC, time difference and working time

correlation

Figure 3. LOC and working time comparison

assigned based on the results of the regular commits:

wtlinear = 0.04267525 ∗ loc+ 258.58249058 (4)

5.2. Implementation

For the implementation, the commit data (available
in CSV format) where parsed and uploaded to a
PostgreSQL database alongside all other information
needed (See section 5.1). To make the data easier
reusable in the future, a REST API was developed
in PHP, returning the transfer price in JSON format,
running on an Apache Webserver. The steps not only
represent the processing order, but also the development
process of the implementation.

The first step in the process was to upload the
CSV commit data into the database. In this step,
preprocessing was done to eliminate invalid data.

The second step was to receive cost data for each
business entity (cost centre view). In our sample
implementation no real-life data but dummy costs were
used to show the basic cost calculation procedure.

The third step was to load the commit data from the
database, process them (e.g. calculate time difference)

and calculate the algorithm presented in the solution
design section (Section 5.1). The result after this step
is a list of commits, on which every commit has its
working time assigned according to our solution design.

As already said, for our sample use case, share of the
workload between all contributed projects of entity is
important. Therefore, the fourth step was to aggregate
the list of working times to the needed organizational
level. We aggregated our sample data on a team-level,
as this hierarchy level is the lowest available cost centre
level. For each entity, the sum of working times per
projects are calculated. Out of the sum of working times,
the work share distribution can be calculated (e.g. 30%
to Project A, 60% to Project B, 10% to Project C).

The fifth step was the calculation of the transfer
prices, in our example using the Cost Plus method. This
means, that for each entity, a value must be calculated
which flows to other entities. The result of step four
(work share distribution) is used for the calculation.
As we also have the costs per business entity, we can
now split all costs which are not directly assignable to
one transaction (indirect costs e.g. developers salary)
according to the work share spend on it. On top of all
the costs, a profit margin is added (5% flat in our case as
an demonstration example).

The end result is a list of organizational units and
their costs per project they are developing. These data
are returned in the sixth step over the REST API in
JSON format and may be used in various use cases like
controlling or taxation.

6. Demonstration and Evaluation

The last two steps in design science are the solution
demonstration and evaluation.

6.1. Demonstration

We demonstrate our solution using the real world
data on which the algorithm is based on. Before the
cost calculation itself will be demonstrated, the work
time assignment for each of the four cases (3 regular
commits, 1 irregular without time difference) will be
shown. The first example shows part of a JSON output
from the API belonging to Case 1 (time difference <360
min.):

{"module": "Module A",
"commit_date": "2015-01-02 15:18:02",
"owner": "Person A",
"time_difference": "23",
"loc": "462",
"working_time": "23"}

As the commit was done close after the previous
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commit, it gets its time difference as work time assigned.
The implemented API returns not only the working
time of the commit, but also additional data (e.g.
time difference, name of committer, the module and
LOC). Additionally, organizational data for the later cost
calculation are included (not shown here).

Case 2 (360 - 720 min. time difference) can be
shown with a commit, which was done in the morning
after covering large parts of the night (previous commit
was at 10:40 pm). Consequently, the commit does get
less work time assigned for the night time. In our
demonstration we can see, that the algorithm works
exactly like desired: Commits covering the night get not
the full night as work time:
{"module": "Module B",
"commit_date": "2016-02-15 09:35:27",
"owner": "Person B",
"time_difference": "655",
"loc": "70",
"night_share": 1,
"working_time": 50}

In this example, the commit covers 655 minutes, mostly
over night. Due to the calculations of our algorithm, it
gets 50 minutes of work time assigned, which means the
developer effectively started programming (according to
the statistical correlation to other commits) at 8:45 AM.

Case 3 (720-2160 min. time difference) is shown
on a commit covering part of two work days (covering
16 hours through the night). Therefore, work time
proportional to the statistical typical commits covering
that time is assigned:
{"module": "Module C",
"commit_date": "2016-04-08 11:07:01",
"owner": "Person C",
"time_difference": "953",
"loc": "684",
"working_time": 154}

In this example, the previous commit was done at 7:14
PM and therefore covers not only the night, but also
parts of the current work day. Our algorithm assigns
the commit working time of 154 minutes, which (if
the developer stopped working at 7:14 PM) effectively
means the committer started working on the module at
8:33 AM.

Case 4 (Irregular commit) shows, that commits with
no or to large time difference get reasonable work
time based on the other commits by using the median
regression line from the Solution section:
{"module": "Module D",
"commit_date": "2015-01-06 17:58:19",
"owner": "Person D",
"time_difference": null,

"loc": "227",
"working_time": 268}

In this case, the commit to module D was made by
Person D, which only made a single commit to the
software platform. The commit got work time (268
minutes) assigned in height of the median value of all
regular commits (demonstrated with case 1 to 3) with
equal LOC.

All working times are aggregated for each cost
centre. In our second demonstration, the lowest
organizational level with dedicated cost centres was
taken. All commits belonging to this organization
(committer is located there) are aggregated according to
the target organization (owner of the module). Based
on the total work times per organization, a working
time share is calculated, which represents the amount
of work every module the organization worked on. The
percentage share is then used for splitting the indirect
costs in that respective ration. After adding the profit
margin (5% flat in our case), the transfer price can be
calculated:
{"org_name": "Organisation-A-A-A",
"parent_org": "Organisation-A-A",
"transfer_data": {
"2015": {
"Organisation-A-A": {
"share": 84.96,
"costs": 47701.28,
"transfer_price": 50086.34
},
"Organisation-A-A-A": {
"share": 7.31,
"costs": 4106.04,
"transfer_price": 4311.34
},
"Organisation-B-A": {
"share": 6.53,
"costs": 3669.06,
"transfer_price": 3852.51
}[...]}}}}

This example transfer prices for the rather small
sample entity show that in 2015 most of the commits
(92.27%) are still within the same organization
(Organisation-A-A-A) or for the parent business unit
(Organisation-A-A). A smaller part (in sum 7.73%) is
crossing tax boundaries to other business units (B-A,
etc.) and therefore might be taxation and accounting
relevant.

Commits to projects, which were labelled by the
company as not relevant to the analysis where excluded
in the analysis and consequently also not included in the
transfer price calculation.
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6.2. Evaluation

We evaluated our approach using member checking
for our demonstration data and feedback from experts
on the subject matter. In total, we conducted
interviews with six people having three different views
on transfer pricing in inner source: Two people form
the German Ministry of Finance, one person from a
large international account firm and three people from
our industry partner (previously involved in problem
identification). Our goal was to evaluate two main
aspects: 1) Evaluated the basic usage of Cost Plus for
transfer pricing within inner source. 2) Evaluate the
algorithmic suitability of the algorithm itself.

Throughout our interviews and further collaboration
with the German Ministry of Finance, we were able to
analyze the different possible transfer pricing methods
and its prerequisites to be met when applied to
inner source development. A result is that Cost
Plus is applicable (and first choice) for inner source
development, when a client-supplier relationship is
given [26]. Our interview with the large international
accounting firm confirmed that, even though they
emphasized, that choosing a method strongly depends
on the individual case. We consider our evaluation
objectives to be fulfilled, as we specifically targeted Cost
Plus.

Our second main evaluation goal (suitability of the
algorithm for calculating cost plus) was also evaluated
with our interview partners at the German Ministry of
Finance. The head of education for the department
confirmed that our solution is not only a valid way
of calculating Cost Plus for transfer pricing, but also
offers a significant advantage compared to the way of
determining the Cost Plus transfer price up to now. This
confirmed the usability of our algorithm from a tax
officials point of view.

Evaluating the algorithmic suitability from an
industry point of view was done again with the three
industry interview partners already involed in data
gathering and problem identification (member checking,
details to interviewed persons see section 4.1). As
original data source they knew the data, its structure, and
its corporate context. They confirmed that our results
fit the real world. Additionally, they attest to us that
the working time share was useful and fits the internal
work flows. They challenged the algorithms ability
to correctly calculate the time spent on an individual
commit. However, in the context of calculating the
Cost Plus method, we only care about the working
time distribution (percentage-shares) and not individual
commits. Hence, their general confirmation of the
usefulness of our approach stands.

7. Discussion and Limitations

We present a novel algorithm and its implementation
for more precise Cost Plus calculation. The
method is defined by the OECD and is commonly
used in calculating transfer prices in client supplier
relationships. We move past current practice, which
takes a coarse-grain approach, by basing our algorithm
on the actual code contributions. Using our algorithm,
we can calculate the time and associated labor costs to
determine transfer prices between a supplier and their
client. The demonstration and evaluation show that we
succeeded on both our defined objectives: A new and
correct algorithm that performs well when faced with
a large amount of individual (but high-frequency) code
contributions.

Additionally, our demonstration and evaluation also
scopes this research: We do not move into acceptance or
analyzing wide-spread use of our work (yet). Hence,
empirical evaluation criteria like trustworthiness for
qualitative research [27] or reliability and validity for
quantitative research do not apply. We therefore limit
our discussion to general aspects of our work.

The most obvious limitation is that on the one
hand, we aim to provide a new algorithm for precisely
calculating labor costs in software development. Yet,
towards this general goal, we are missing the final step,
which is to determine the error of the time spent on an
individual code contribution. This error is most likely
a distribution around the value we calculate, but we
have yet to determine this. For the specific purposes
of our research, as set out in the objective section, this
missing piece does not matter: For calculating Cost Plus
precisely, the percentage relationships are sufficient so
that we don’t need the absolute values.

In terms of computational efficiency, the algorithm
scales linearly with the number of transactions
(commits). Given that it is our goal to be precise and
fine-grain, we have to go down to the level of accessing
each individual commit, and hence a linear performance
is the best we can get.

8. Conclusions

As already shown in the discussion and limitations
section, we developed a new algorithm to determine
working times spend on commits for usage within cost
calculation, especially Cost Plus in transfer pricing.

Even though, the algorithm and its implementation is
limited to calculate work distribution for organizations,
it sets the basis to enable exact work time calculation
per commit. Therefore, future research can focus on
improving the accuracy of individual commits, which
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enables more application fields for the algorithm.
Moreover, future research needs to show which

additional areas can benefit from our algorithm, what
adjustments need to be made. From an inner source
perspective it is worth finding out, how the results of
this paper can best be used to improve acceptance of
inner source and bring economic advantages with it.
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